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1 Introduction

Freely floating exchange rates are generally regarded as an important shock absorber for countries facing macroeconomic turmoil. Giving up this instrument by joining a monetary union (MU) or committing to a peg clearly reduces the abilities of business cycle stabilization policy in reacting to country-specific shocks, as an independent monetary policy is no longer feasible any more. The fixed exchange rate regime of the European Monetary Union is also blamed for the slack or even missing recovery of some southern European countries in the aftermath of the global financial crisis.

Within a monetary union, fiscal policies can take up the role of the exchange rate, since taxes can in principle affect international relative prices—the terms of trade and the real exchange rate—in a similar fashion as the exchange rate does. Policies of this type are referred to as fiscal devaluations. Setting a theoretical benchmark, Farhi, Gopinath and Itskhoki (2014) show that the effects of the nominal exchange rate on the allocation of an economy can be replicated entirely using a sufficient number of tax instruments. Following a related approach, Adao, Correia and Teles (2009) conclude that the exchange rate regime can be completely irrelevant for stabilization policy.

In this paper, I show that even under a minimum set of fiscal instruments being in a monetary union does not have to be unduly painful. In a common New Keynesian 2-country open economy framework, the optimal use of only one tax instrument per country reduces the welfare costs of giving up exchange rate flexibility in a MU already significantly. Fiscal devaluation policies are not only feasible, but can be identified as the optimal policy response to country-specific shocks.

As their aim is to affect relative goods prices, fiscal devaluation policies are usually centred around adjustments of the value added tax (VAT). The intuition for the simplest form of a fiscal devaluation policy is that, say, an increase of the domestic relative to the foreign VAT rate induces firms to charge higher prices for goods sold at home, resulting in higher prices of domestic imports relative to exports, for the latter are subject to the relatively reduced foreign VAT.\(^1\) Comparable to a nominal devaluation, this fiscal devaluation policy accordingly leads to a deterioration of the terms of trade. As shown by Farhi et al. (2014), reproducing the depreciation of the real exchange rate that would emerge simultaneously under a nominal devaluation, but not under this VAT-based fiscal devaluation, and stabilizing internal prices of domestically produced goods that are distorted by the change in the VAT requires additional instruments, though.

For the analysis this paper employs a New Keynesian framework with 2 countries and staggered price setting a là Calvo. I differentiate between the case where prices are sticky in the country of the producer only such that the law of one price (LOOP) holds internationally, and the case where firms are capable of pricing-to-market (PTM), implying an additional sticky price friction for imported goods.\(^2\) This is important as the welfare costs of fixed exchange rates as well as the capabilities of fiscal policy to reduce these costs depend decisively on the pricing scheme. The model allows for home bias and asymmetries between the countries along several

---

1 In most legislations, including those of both the EU and the US, export revenues are exempted from the VAT, but are subject the taxation rules of the buyer’s country.

2 In case of a flexible exchange rate regime, these two pricing schemes are also referred to as producer currency pricing and local currency pricing. Regarding the high empirical relevance of both schemes and a recent overview of the literature on international price setting, see Burstein and Gopinath (2014).
dimensions, such as country size, the degree of competition, and the size of the public sector. Different financial market settings, including complete and various forms of incomplete markets, are explored. Each country has a fiscal authority, whose objective is to finance a given amount of public spending by collecting distortionary taxes and issuance of debt. Each authority controls its own VAT rate that is payable by firms and that is levied on all goods sold within a country. Optimal policy is characterized using a Ramsey approach. This procedure involves finding sequences for the policy instruments that support the welfare-maximizing competitive equilibrium.

Calibrating the model to characteristics of the euro area, I find that optimal fiscal policy reduces the welfare costs of pegged exchange rates by 86% in case the law of one price holds and by 69% in case of pricing-to-market. The order of magnitude of these results is highly robust to changes in the parametrization, different forms of market incompleteness, and also if payroll taxes are used instead of the VAT.

Besides analysing the welfare effects, I describe the conduct of optimal stabilization policy depending on the exchange rate regime and the way prices are set. In general, under flexible exchange rates, taxes aim to finance public expenditures in the least distortionary way. At the same time, they can be used to stabilize the marginal costs of firms and, hence, inflation via the New Keynesian Phillips curve. This trade-off involves a further dimension in case of a monetary union, where taxes can additionally substitute for the role of the nominal exchange rate, e.g., in inducing expenditure switching effects. In this way, optimal fiscal policy can compensate at least partially for the loss of country-specific monetary policy as a stabilization instrument, thereby bringing the economy closer to the efficient allocation.

In a monetary union, I find that optimal fiscal policy is indeed engaged actively in replicating the flexible exchange rate allocation. Optimal policy favours replicating the behaviour of the terms of trade under a free float over reproducing the response of the real exchange rate, in line with the intuition given above. In situations where a nominal devaluation of a region were optimal, optimal fiscal policy in a MU is a relative increase of the VAT of that region, i.e., to conduct a fiscal devaluation. Although the transmission of fiscal policy is different under LOOP and PTM due to the limited pass-through of tax changes on prices in the latter case, this finding is independent of the pricing scheme. Simulating the economy under both exchange rate regimes yields correlations between the hypothetical optimal exchange rate response and the ratio of VAT rates in the MU of 81% when the LOOP holds and of 59% under PTM.

The reaction of the level of tax rates depends on the specific types of shocks, though. In case of shocks for which an efficient response could be attainable under flexible exchange rates (I consider productivity, government spending, and demand preference shocks), replicating the effects of the exchange rate does not conflict with marginal cost stabilization—an instance of "divine coincidence" for fiscal policy under fixed exchange rates. This manifests in correlations between tax rate increases in the MU and the counterfactual nominal devaluations of about 90%. Translated into a general policy recommendation, a MU member should increase its VAT whenever its currency should be devalued and vice-versa. In case of mark-up shocks, optimal policy needs to trade-off the objective of stabilizing firms’ marginal costs with the incentive to replicate the effect of the exchange rate. Correlations between the hypothetical exchange rate and taxes also depend on the origin of the shock in this instance.
This paper contributes to the literature on optimal stabilization policy for monetary unions in a New Keynesian framework. Benigno (2004) offers a description of optimal monetary policy in a 2-country setting. He finds that inflation should be stabilized at the level of the union, with a higher weight attached to the country with more rigid prices. The efficient response is generally not achievable, though. Lombardo (2006) builds on the model of Benigno, focusing in particular on the role of different degrees of imperfect competition for monetary policy. Beetsma and Jensen (2005) add fiscal policy to the model in the form of lump-sum financed government spending that enters households’ utility. In this setting, optimal monetary policy is still used to stabilize aggregate inflation, while fiscal policy aims at affecting cross-country inflation differentials. Using a similar fiscal setting, Galí and Monacelli (2008) study optimal policy in a monetary union consisting of a continuum of small open economies. The closest antecedent to the present article is by Ferrero (2009), who focuses on the question how far simple policy rules can approximate optimal policy in a monetary union. My article assesses how far optimal fiscal policy can reduce the welfare costs of a fixed exchange rate regime. Okano (2014) compares the welfare effects of fiscal policy cooperation with those of self-oriented fiscal policies in monetary unions. He shows that a self-oriented fiscal policy can achieve the same allocation as under full cooperation in his model. Hjortsoe (2016) analyses the role of optimal fiscal policy to address trade imbalances in a monetary union with incomplete international capital markets. Common to all of these papers is that they analyse optimally coordinated regional fiscal policy in monetary unions. In contrast, Farhi and Werning (2017) study optimal fiscal policy in the form of cross-country risk sharing arrangements in a transfer union.

This paper further contributes to the literature on fiscal devaluations. Besides Farhi et al. (2014), this comprises, amongst others, Lipinska and von Thadden (2012), Engler, Ganelli, Tervala and Voigts (2017), and Engler, Pasch and Tervala (2018), who study the quantitative effects of tax swaps from direct (payroll taxes) to indirect taxation (VATs). In general, this literature studies the economic effects of given fiscal policies, but it does not provide a normative analysis. I show that in fixed exchange rate regimes it is not only feasible, but indeed optimal to use fiscal devaluations as a substitute for the exchange rate.

The rest of the paper is structured as follows. Section 2 presents the open economy model. The setup of the Ramsey policy problem is described in Section 3, while Section 4 features a description of the calibration of the model to the euro area. All results are provided in Section 5, with a description of the steady state in Section 5.1, the analysis of welfare costs of giving up exchange rate flexibility in 5.2, and results on optimal policy conduct in 5.3. The sensitivity of the results with respect to various changes in the structure of the model is analysed in Section 6. A conclusion including a discussion of the results is given in Section 7.

2 The Model

The model economy consists of two countries or regions \( i \), labelled as the core \( (i = H) \) and the periphery \( (i = F) \), that can form a monetary union. The world population of households (indexed by \( h \)) and firms (indexed by \( k \)) each sums up to one, of which a fraction \( n \in (0, 1) \)

---

3Notably, a monetary union always makes the economy worse off in this literature, as its sole focus lies on the cost-side of giving up flexible exchange rates. For an overview of other (beneficial) aspects of monetary unions, see Beetsma and Giuliodori (2010), and Santos Silva and Tenreyro (2010).
of households and firms lives in the core and a fraction $1 - n$ in the periphery. In each region, households choose consumption of domestic and foreign goods, supply labour, which is mobile only within the region, and trade assets internationally. Firms demand labour to produce tradable goods under monopolistic competition. Price setting is subject to a Calvo-type friction. International prices are either set according to the law of one price or taking into account local market conditions. Fiscal authorities levy distortionary taxes and issue debt to finance an exogenously given amount of public spending. Depending on whether the countries form a monetary union, there are two separate or one single central bank, whose policy instrument is the nominal interest rate. The economy operates at the cashless limit. Periphery variables are denoted by an asterisk ($\ast$). The following exposition focuses on the core region; the periphery economy is modelled symmetrically.

2.1 Households

A representative household $h$ living in region $H$ derives utility from consumption and disutility from work effort. The consumption bundle $C_t(h)$ consists of tradable goods only and is defined as a composite index over domestic- and foreign-produced consumption goods,

$$C_t(h) = \left[ \gamma_H C_{H_t}(h) + \gamma_F C_{F_t}(h) \right]^{\xi_{1-\xi}},$$  

(1)

with $\xi > 0$ being the Armington elasticity of substitution between core and periphery goods, and $\gamma_H = 1 - \gamma_F \in (0, 1)$ the share of domestic goods in the consumption bundle. If $\gamma_H > n$, a home bias in preferences exists. Consumption of domestic and imported goods by household $h$ itself is given via Dixit-Stiglitz aggregators over imperfectly substitutable individual varieties $k$,

$$C_{H_t}(h) = \left[ \left( \frac{1}{n} \right)^{\frac{1}{\rho}} \int_0^n C_{H_t}(k, h) \frac{1}{\rho} dk \right]^{\frac{\rho}{\rho-1}},$$  

(2)

$$C_{F_t}(h) = \left[ \left( \frac{1}{1 - n} \right)^{\frac{1}{\rho}} \int_n^1 C_{F_t}(k, h) \frac{1}{\rho} dk \right]^{\frac{\rho}{\rho-1}},$$  

(3)

where $\rho, \rho^* > 1$ are the elasticities of substitution between the varieties in each country. The corresponding price indices can be shown to equal:

$$P_t = \left[ \gamma_H P_{H_t}^{1-\xi} + \gamma_F P_{F_t}^{1-\xi} \right]^{\frac{1}{1-\xi}},$$  

(4)

$$P_{H_t} = \left[ \left( \frac{1}{n} \right)^{\frac{1}{\rho}} \int_0^n P_{H_t}(k) \frac{1}{\rho} dk \right]^{\frac{1}{1-\rho}},$$  

(5)

$$P_{F_t} = \left[ \left( \frac{1}{1 - n} \right)^{\frac{1}{\rho^*}} \int_n^1 P_{F_t}(k) \frac{1}{\rho^*} dk \right]^{\frac{1}{1-\rho^*}}.$$  

(6)

$P_t$ denotes the core’s consumer price index (CPI), $P_{H_t}$ the producer price index (PPI) of core goods, and $P_{F_t}$ the price index of imported goods. Given the definitions of the price indices, it
follows that consumer expenditures are given by \( P_tC_t(h) = P_{Ht}C_{Ht}(h) + P_{Ft}C_{Ft}(h) \) with
\[
P_{Ht}C_{Ht}(h) = \int_0^n P_{Ht}(k)C_{Ht}(k,h)dk \quad \text{and} \quad P_{Ft}C_{Ft}(h) = \int_1^n P_{Ft}(k)C_{Ft}(k,h)dk.
\]
Consumption demand functions are characterized by:
\[
C_{Ht}(h) = \gamma_H \left( \frac{P_{Ht}}{P_t} \right)^{-\xi} C_t(h), \quad C_{Ft}(h) = \gamma_F \left( \frac{P_{Ft}}{P_t} \right)^{-\xi} C_t(h),
\]
(7)
\[
C_{Ht}(k,h) = \frac{1}{n} \left( \frac{P_{Ht}(k)}{P_{Ht}} \right)^{-\rho} C_{Ht}(h), \quad C_{Ft}(k,h) = \frac{1}{1-n} \left( \frac{P_{Ft}(k)}{P_{Ft}} \right)^{-\rho^\ast} C_{Ft}(h).
\]
(8)
Each household \( h \) maximizes the utility function
\[
\mathcal{U}_0(h) = \mathbb{E}_0 \sum_{t=0}^{\infty} \beta^t \left[ \frac{\zeta_t C_t(h)^{1-\sigma}}{1-\sigma} - \frac{N_t(h)^{1+\eta}}{1+\eta} \right],
\]
subject to the flow budget constraint
\[
P_tC_t(h) + \mathbb{E}_t \{ Q_{t,t+1} [D_{t+1}(h) + B_{t+1}(h)] \} \leq W_t N_t(h) + D_t(h) + B_t(h) + \Pi_t(h),
\]
(10)
where \( \zeta_t^\ast \) denotes a demand preference shock, \( N_t(h) \) labour supply, \( W_t \) the wage rate, and \( \Pi_t(h) \) the profit share of a well-diversified portfolio of firms in possession of household \( h \). Asset markets are complete within and across countries.\( ^4 \)
\( Q_{t,t+1} \) is the period \( t \) price of one unit of domestic currency in a particular state of period \( t+1 \), normalized by the probability of occurrence of that state, i.e., the stochastic discount factor. Accordingly, \( \mathbb{E}_tQ_{t,t+1} \) is the price of an asset portfolio that pays off one unit of domestic currency in every state of period \( t+1 \) and, therefore, equals the inverse of the risk-free gross nominal interest rate, \( R_t = 1/\mathbb{E}_tQ_{t,t+1} \). \( D_{t+1}(h) \) is the quantity of an internationally-traded state-contingent private asset portfolio denominated in domestic currency, while \( B_{t+1}(h) \) denotes holdings of government debt. It is assumed without loss of generality that sovereign debt of country \( i \) can be held only by agents of that country.

The first-order conditions of the household’s problem imply the Euler equation,
\[
Q_{t,t+1} = \beta \frac{\zeta_t^{c+1}}{\zeta_t^c} \left( \frac{C_{t+1}(h)}{C_t(h)} \right)^{-\sigma} \frac{P_t}{P_{t+1}},
\]
(11)
as well as an intratemporal consumption-leisure trade-off, given by
\[
\frac{N_t(h)^{\eta}}{\zeta_t^c C_t(h)^{-\sigma}} = \frac{W_t}{P_t}.
\]
(12)
Besides, the following transversality conditions hold:
\[
\lim_{s \to \infty} \mathbb{E}_t [Q_{t,s} D_{t+s}(h)] = 0 \quad \text{and} \quad \lim_{s \to \infty} \mathbb{E}_t [Q_{t,s} B_{t+s}(h)] = 0,
\]
(13)
where \( Q_{t,s} = \prod_{z=t}^s Q_{t,z} \) denotes the stochastic discount factor from period \( s \) to period \( t \).

\( ^4 \)Farhi and Werning (2017) show that even if financial markets are complete, private optimal risk sharing is constrained inefficient, such that a role for government intervention, e.g. fiscal policy, exists. For a setting where not all agents have access to state-contingent claims, see Section 6.
Foreign households behave analogously and in particular hold a quantity $D_{t+1}^*(h)$ of the internationally-traded asset portfolio. From the periphery’s perspective, the stochastic discount factor is priced as

$$Q_{t,t+1} = \beta \frac{C_{t+1}^*(h)}{C_t^*(h)}^{\sigma} \frac{P_t^*}{P_{t+1}^*} E_t$$

(14)

where $P_t^*$ is the CPI of the periphery, and $E_t$ is the nominal exchange rate, which is defined as the price of one unit of periphery currency in terms of core currency ($E_t = [H]/[F]$). An increase in $E_t$ accordingly implies a nominal devaluation of the core region. In case the countries form a monetary union, the exchange rate is fixed at unity ($E = 1$). Combining (11) and (14) yields the well-known condition of international risk sharing that links consumption of the two countries and determines their (real) exchange rate:

$$q_t = \frac{\zeta_{c}^*}{\zeta_t} \left( \frac{C_t^*(h)}{C_t^*(h)} \right)^{-\sigma} \kappa.$$  

(15)

The real exchange rate is defined as the nominal exchange rate weighted ratio of the CPIs, $q_t = (E_t P_t^*)/P_t$, while $\kappa = q_0 (C_0/C_0^*)^{-\sigma}$ is a positive constant that depends on preferences and the initial asset distribution.

### 2.2 Firms and Price Setting Assumptions

In the core a continuum of firms $k \in [0,n]$ operates under monopolistic competition. Each firm produces a variety $k$ according to the production plan

$$Y_t(k) = A_t N_t^\alpha(k),$$

(16)

where $Y_t(k)$ is total supply of variety $k$, $A_t$ a country-specific stochastic productivity level, and $N_t(k)$ the firm’s labour demand. Labour is the sole input of production, and $\alpha$ is the input elasticity of production. Labour supply by households is perfectly mobile across firms within the country, but immobile between countries. Total demand for the good produced by firm $k$ is given by the demand of domestic ($C_{Ht}(k)$) and foreign ($C_{Ft}^*(k)$) households as well as public demand by the domestic government ($G_t(k)$):

$$Y_t(k) = \int_0^n C_{Ht}(k,h) \, dh + \int_n^1 C_{Ft}^*(k,h) \, dh + G_t(k).$$

(17)

The period $t$ profit function of firm $k$ reads

$$\Pi_t(k) = (1 - \tau_t^v) P_{Ht}(k) \left[ \int_0^n C_{Ht}(k,h) \, dh + G_t(k) \right] + (1 - \tau_t^{v*}) E_t P_{Ft}^*(k) \int_n^1 C_{Ft}^*(k,h) \, dh - W_t N_t(k),$$

(18)

where $P_{Ht}(k)$ is the price of core good $k$ abroad. $\tau_t^v$ and $\tau_t^{v*}$ are country-specific value-added taxes (VAT) in region $H$ and $F$ respectively. As common in existing tax systems, $\tau_t^v$ is levied on all goods sold within the Home country, but not on exports. The latter are taxed at the border with the foreign VAT rate $\tau_t^{v*}$.
Price setting of firms is impaired by Calvo-type price stickiness. Each period \( t \), a firm can adjust prices with probability \( 1 - \theta \), independent of the date of previous price changes. With probability \( \theta \) the firm has to maintain last period’s prices. Optimal prices are set as to maximize the net present value of future profits

\[
\sum_{s=t}^{\infty} \theta^{s-t} \mathbb{E}_t[Q_{t,s} \Pi_s(k)]
\]  

subject to the production technology and demand. Prices always include taxes. The price of domestic goods sold within the core, \( P_{Ht} \), is always set in domestic currency. The setting of export prices for the periphery, \( P^*_H(k) \), is conducted according to the assumption of either the law of one price or pricing-to-market.

### 2.2.1 Law of One Price

Under this pricing scheme, firms set a price for their good in domestic currency, while the price in the other region satisfies the law of one price, adjusted for tax rates:

\[
(1 - \tau^*_t) E_t P^*_H(k) = (1 - \tau^*_t) E_t P_{Ht}(k)
\]

\[
\Leftrightarrow P^*_H(k) = \frac{(1 - \tau^*_t)}{(1 - \tau^*_t)} E_t P_{Ht}(k).
\]

Following Farhi et al. (2014), this expression is derived from the assumption that one unit of sales should yield the same revenue to the firm, independent of the origin of the buyer. (20) implies complete and immediate pass-through of both exchange rates and taxes on international prices. A relative increase of the core’s VAT rate has the same effect on prices abroad as a nominal devaluation.

The optimality condition for the price set in period \( t \), \( \overline{P}_{Ht}(k) \), reads

\[
\mathbb{E}_t \sum_{s=t}^{\infty} \theta^{s-t} Q_{t,s} \left( \frac{P_{Ht}(k)}{P_{Hs}(k)} \right)^{-1} \frac{Y_s}{P_{Hs}} \left[ \frac{\rho}{\rho - 1} \mu_s MC_{Hs}(k) - (1 - \tau^*_s) \overline{P}_{Ht}(k) \right] = 0,
\]

where \( MC_{Ht}(k) = W_t / [\alpha A_t N_t^{\alpha-1}(k)] \) denotes marginal costs, and \( \mu_t \) a stochastic mark-up shock. The equation shows the standard result that the optimal price is set equal to a mark-up over a weighted average of current and future marginal costs.

### 2.2.2 Pricing-to-Market

Under the alternative assumption of PTM, firms set separate prices at home, \( \overline{P}_{Ht}(k) \), and abroad, \( \overline{P}^*_H(k) \), each of them subject to a Calvo friction. As a result, there is only limited direct pass-through of exchange rates and taxes on international prices, and the law of one price can be violated. Optimal price setting is now described by two conditions:

\[
\mathbb{E}_t \sum_{s=t}^{\infty} \theta^{s-t} Q_{t,s} \left( \frac{P_{Ht}(k)}{P_{Hs}(k)} \right)^{-1} \left[ \frac{\rho}{\rho - 1} \mu_s MC_{Hs}(k) - (1 - \tau^*_s) P_{Ht}(k) \right] = 0,
\]

\[
\mathbb{E}_t \sum_{s=t}^{\infty} \theta^{s-t} Q_{t,s} \left( \frac{P^*_H(k)}{P_{Hs}(k)} \right)^{-1} \left[ \frac{\rho}{\rho - 1} \mu_s MC_{Hs}(k) - (1 - \tau^*_s) E_s \overline{P}_{Ht}(k) \right] = 0.
\]
A devaluation of the domestic currency has the same effect on the firm’s pricing decision for exports as a reduction in marginal costs, since every unit sold abroad leads to higher revenues than selling on the domestic market. Note that reducing the periphery’s VAT rate $\tau^v$ induces, ceteris paribus, the same effect on import prices in the periphery as a rise in $E_t$.

### 2.2.3 Foreign Firms

Foreign firms are modelled symmetrically. Under the LOOP, they set a price $P_F^*(k)$ at which periphery goods are sold in $F$. The price at which goods are sold internationally is again determined by the law of one price, adjusted for taxes:

$$P_F^*(k) = \frac{(1 - \tau^v)}{(1 - \tau^v)} E_t P_F^*(k). \quad (24)$$

In case of PTM, firms in the periphery can also set separate prices for their domestic and the international market. Optimal prices are implicitly given by:

$$\mathbb{E}_t \sum_{s=t}^{\infty} \theta^{s-t} Q_{t,s}^* \left( \frac{P_F^*(k)}{P_F^s} \right)^{-1 - \rho^*} \left( (1 - n) C_F^s + G_s^* \right) \frac{P_F^s}{P_F^*}$$

$$\cdot \left[ \frac{\rho^*}{\rho^* - 1} \mu_s MC_F^s(k) - (1 - \tau_s^v) \bar{P}_F^t(k) \right] = 0, \quad (25)$$

$$\mathbb{E}_t \sum_{s=t}^{\infty} \theta^{s-t} Q_{t,s}^* \left( \frac{P_F^t(k)}{P_F^s} \right)^{-1 - \rho^*} C_F^s \frac{P_F^s}{P_F^*}$$

$$\cdot \left[ \frac{\rho^*}{\rho^* - 1} \mu_s MC_F^s(k) - \frac{(1 - \tau_s^v)}{E_s} \bar{P}_F^t(k) \right] = 0, \quad (26)$$

where $MC_F^s(k) = W_t^s / \left[ \alpha A_t^s N_t^{s\alpha - 1}(k) \right]$.

### 2.3 Monetary and Fiscal Authorities

The public sector consists of separate fiscal authorities and central banks at the country level. The policy instruments of the central banks are their nominal interest rates, $R_t$ and $R_t^*$. If the regions share the same currency, only one central bank for the union as a whole exists, whose policy instrument is denoted by $R_{MU}^t$.

The task of the fiscal authorities is to finance an exogenously given stochastic amount of public spending $G_t$. In each country, government spending consists of an index of locally produced goods only,

$$G_t = \left[ \frac{1}{n} \int_0^n G_t(k) \bar{P}_H(k)^{\rho - 1} \, dk \right]^{\rho - 1}, \quad (27)$$

with corresponding demand functions for each variety $k$, given by

$$G_t(k) = \frac{1}{n} \left( \frac{P_H(k)}{P_H^t} \right)^{-\rho} G_t. \quad (28)$$

These expenditures are financed by distortionary value-added taxes and state-contingent public
The budget constraint of the domestic government reads

\[
P_{Ht}G_t + B_t \leq \mathbb{E}_t Q_{t,t+1} B_{t+1} + \tau_t^v \int_0^n P_{Ht}(k) \left( \int_0^n C_{Ht}(k, h) \, dh + G_t(k) \right) \, dk 
\]

\[
+ \tau_t^v \int_0^n \int_0^n P_{Ft}(k) C_{Ft}(k, h) \, dh \, dk.
\]

(29)

Notably, that the VAT is not only levied on domestically produced goods, but also on imports \(C_{Ft}\).

### 2.4 Aggregation and Equilibrium

Due to symmetry among agents within a country, households and firms, respectively, will in each situation come to the same decisions. In the process of aggregation, one can, therefore, drop indices \(h\) and \(k\).

By the law of large numbers, today’s PPIs consist of the prices set today and last period’s price index, weighted with the probabilities of adjustment and non-adjustment, respectively. The law of motion for \(P_{Ht}\) can be expressed as

\[
\tilde{p}_{Ht} = \frac{P_{Ht}}{P_{Ht}} = \left( \frac{1 - \theta \pi_{Ht}^{-1}}{1 - \theta} \right)^{\frac{1}{1 - \rho}},
\]

(30)

where \(\pi_{Ht} = P_{Ht}/P_{Ht-1}\) denotes the PPI inflation rate of domestically produced goods in \(H\).

(21) gives an expression for the Phillips curve of core goods inflation under the LOOP. In order to solve the model, the Philips curve is rewritten recursively:

\[
\frac{\rho}{\rho - 1} \mu_t X_{1Ht} = X_{2Ht},
\]

(31)

where

\[
X_{1Ht} = \tilde{p}_{Ht}^{-1 - \rho} Y_t m_{CHt} + \theta \beta \varepsilon \tilde{C}_{t+1}^{c} \tilde{C}_t \phi \left( \frac{C_{t+1}}{C_t} \right)^{-\sigma} \pi_{Ht+1}^{1+\rho} \frac{\tilde{p}_{Ht}}{\tilde{p}_{Ht+1}} \frac{\pi_{Ht}^{1 - \rho}}{\pi_{t+1}^{1 - \rho}} X_{1Ht+1},
\]

(32)

\[
X_{2Ht} = \tilde{p}_{Ht}^{-1 - \rho} Y_t (1 - \tau_t^v) + \theta \beta \varepsilon \tilde{C}_{t+1}^{c} \tilde{C}_t \phi \left( \frac{C_{t+1}}{C_t} \right)^{-\sigma} \pi_{Ht+1}^{0} \frac{\tilde{p}_{Ht}}{\tilde{p}_{Ht+1}} \frac{\pi_{Ht}^{1 - \rho}}{\pi_{t+1}^{1 - \rho}} X_{2Ht+1},
\]

(33)

with \(\pi_t = P_t/P_{t-1}\) being the CPI inflation rate of the core, and \(m_{CHt} = MC_{Ht}/P_{Ht}\) being real marginal costs.

The resource constraint of the economy can be obtained by integrating the production function (16) over firms. The result differs depending on whether pricing follows the law of one price or firms can engage in pricing-to-market:

\[
A_t n_{\mu_t} = \Delta_{Ht} (n C_{Ht} + (1 - n) C_{Ht}^* + G_t)
\]

(34)

\[
A_t n_{\mu_t} = \Delta_{Ht} (n C_{Ht} + G_t) + \Delta_{Ht}^*(1 - n) C_{Ht}^*
\]

(35)

The first equation holds under the LOOP, the latter one under PTM. \(\Delta_{Ht}\) and \(\Delta_{Ht}^*\) are indices

\footnote{For a setting where governments do not have access to state-contingent debt, see Section 6.}
of price dispersion that render inflation costly in efficiency terms. They are defined as

\[ \Delta_H = \frac{1}{n} \int_0^n \left( \frac{P_{Ht}(k)}{P_{Ht}} \right)^{-\rho} dk, \tag{36} \]

\[ \Delta^*_H = \frac{1}{n} \int_0^n \left( \frac{P^*_{Ht}(k)}{P^*_{Ht}} \right)^{-\rho} dk. \tag{37} \]

Their laws of motion are given by

\[ \Delta_H = (1 - \theta)\hat{p}_H^\rho + \theta \pi^\rho H \Delta_{Ht-1}, \tag{38} \]

\[ \Delta^*_H = (1 - \theta)\hat{p}_{Ht}^{*\rho} + \theta \pi^{*\rho} H \Delta^*_{Ht-1}. \tag{39} \]

An equilibrium in this economy is characterized by prices and quantities that fulfil the optimality conditions of households and firms in both countries such that all markets clear, given stochastic processes for all shocks, and sequences for the policy instruments. Goods markets under LOOP and markets for private assets clear at the international level; goods markets under PTM, government bond, and labour markets clear at national levels. A complete list of all equilibrium conditions under both LOOP and PTM is given in Appendix A.

The following definition of the terms of trade will be useful for the rest of the analysis. The terms of trade indicate how much of exports the economy has to give for one unit of imports,

\[ z_t = \frac{P_{Fl} \ (LOOP)}{P_{Ht}} \left( \frac{1 - \tau^*_{Ht}}{1 - \tau_{Ht}} \right) E_t \frac{P_{Fl}}{P_{Ht}}, \tag{40} \]

where the second equality sign holds under the law of one price. In this case of complete pass-through only, exchange rate and tax adjustments translate directly into changes of the terms of trade. The formula shows that under LOOP an increase of H’s VAT relative to F’s has the same effect on \( z_t \) as a nominal devaluation. The term \( FD_t = (1 - \tau^*_{Ht})/(1 - \tau_{Ht}) \) will, therefore, also be referred to as the fiscal devaluation factor.

In case of pricing-to-market, the pass-through of the exchange rate and taxes on the terms of trade is limited by their effect on \( P_{Fl} \) and \( P_{Ht} \). The price setting conditions (23) and (26) make clear that the tax rates can have the same effect on import prices as the nominal exchange rate. The speed of pass-through depends on the degree of price stickiness, with the law of one price and, so, the second part of (40) only holding in the long-run. The short-run efficacy of fiscal devaluation policies to affect the terms of trade will, therefore, be higher under LOOP than under PTM.

3 The Ramsey Problem

Optimal monetary and fiscal policy is determined using a Ramsey approach. This procedure involves finding the sequences of the available policy instruments that support the welfare-maximizing competitive equilibrium. All policy authorities can credibly commit to their an-
ounced policies, and I assume full cooperation between all entities. The objective of the Ramsey planner is a utilitarian world welfare function that weights utility of core and periphery households according to their population size:

\[
W_0 = E_0 \sum_{t=0}^{\infty} \beta^t \left\{ n \left( \frac{C_1^{1-\sigma} - N_1^{1+\eta}}{1 - \sigma} \right) + (1 - n) \left( \frac{C_{1t}^{1-\sigma} - N_{1t}^{1+\eta}}{1 - \sigma} \right) \right\}.
\]  

(41)

If prices were flexible, the optimal policy problem could be solved using the primal approach by maximizing (41) subject to one implementability and one resource constraint for each country only. As shown by Schmitt-Grohé and Uribe (2004), in presence of a sticky price friction, the reduction of the problem to just two constraints per country is generally not possible any more, as the Philips curves now effectively constrain the evolution of prices, which requires using the dual approach to solve the Ramsey problem.

In the following analysis, I compare optimal policy under various scenarios to assess the consequences of being in a monetary union. The scenarios differ by the type of price setting (LOOP vs. PTM) and by the availability of different policy instruments: flexible exchange rates vs. monetary union, and monetary and fiscal policy vs. monetary policy only. In all of these scenarios, the dual solution to the policy problem is found by maximizing (41) subject to the relevant equilibrium conditions, described in Appendix A. If fiscal policy is an instrument to the Ramsey planner, the time path of the VAT rates, \( \{\tau_v, \tau_v^*\}_{t=0}^{\infty} \), has to ensure solvency of the fiscal authorities in both countries. To this end, the problem is augmented with the intertemporal fiscal budget constraints of both countries. As an example, I describe the solution to the Ramsey problem by means of its first-order conditions for the case of a monetary union, where the law of one price holds, with fiscal policy in detail in Appendix B.\(^7\)

4 Calibration

I calibrate the model to characteristics of the euro area using quarterly data between 2001:1 and 2014:4 from Eurostat. In the calibration, the core (region \( H \)) comprises Austria, Belgium, Finland, France, Germany, the Netherlands, and Slovakia. The periphery (region \( F \)) consists of Greece, Ireland, Italy, Portugal, and Spain. This leads to a population share of the core of 60%; hence, \( n = 0.6 \). In total, these 12 countries cover 98% of euro area GDP in 2014.

The discount factor \( \beta \) is set to 0.99, which is the standard value in the business-cycle literature for quarterly data, implying an annual real interest rate of about 4% in steady state. Risk aversion and the inverse Frisch elasticity are both set equal to 2, also following conventions of the literature. A mild home bias in demand preferences of 20% exists in both countries, yielding \( \gamma_H = 1.2n = 0.72 \) and \( \gamma_F^* = 1.2(1 - n) = 0.48 \). Following estimates by Feenstra, Luck, Obstfeld and Russ (2018), I set the Armington elasticity between goods of different origin to \( \xi = 1.2 \). Initial international private debt in steady state is set to match the average trade balance surplus relative to GDP of the core of 2% between 2001 and 2014.

The elasticities of substitution between individual goods varieties, \( \rho \) and \( \rho^* \), are set to match

---

\(^6\)My analysis abstracts from strategic interactions between the different fiscal authorities. As shown by Okano (2014), however, welfare under cooperative and under self-oriented optimal fiscal policies are identical in a related framework.

\(^7\)Solutions to all other scenarios are available on request.
Table 1: Parameter Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Core</th>
<th>Periphery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of region</td>
<td>( n = 0.6 )</td>
<td>( (1 - n) = 0.4 )</td>
</tr>
<tr>
<td>Discount factor</td>
<td>( \beta = 0.99 )</td>
<td></td>
</tr>
<tr>
<td>Risk aversion</td>
<td>( \sigma = 2 )</td>
<td></td>
</tr>
<tr>
<td>Inverse Frisch elasticity</td>
<td>( \eta = 2 )</td>
<td></td>
</tr>
<tr>
<td>Home bias</td>
<td>( \gamma_H = 0.72 )</td>
<td>( \gamma_F^* = 0.48 )</td>
</tr>
<tr>
<td>Armington elasticity (Home-Foreign goods)</td>
<td>( \xi = 1.2 )</td>
<td></td>
</tr>
<tr>
<td>Elasticity of substitution between varieties</td>
<td>( \rho = 6 )</td>
<td>( \rho^* = 4 )</td>
</tr>
<tr>
<td>Labor input elasticity of production</td>
<td>( \alpha = 1 )</td>
<td></td>
</tr>
<tr>
<td>1 – Probability of price adjustment</td>
<td>( \theta = 0.75 )</td>
<td>( \theta^* = 0.75 )</td>
</tr>
<tr>
<td>Gov. spending ratio to GDP in steady state</td>
<td>( G/Y = 0.21 )</td>
<td>( G^<em>/Y^</em> = 0.19 )</td>
</tr>
<tr>
<td>Annual gov. debt to GDP ratio in steady state</td>
<td>( B/Y = 0.78 )</td>
<td>( B^<em>/Y^</em> = 1.08 )</td>
</tr>
</tbody>
</table>

aggregate mark-ups. Høj, Jimenez, Maher, Nicoletti and Wise (2007) provide estimates for several OECD countries that suggest a mark-up of 1.2 in the core and 1.3 in the periphery, which implies \( \rho = 6 \) and \( \rho^* = 4 \). The labour input elasticity of production is set to one, which implies that the production technology is linear in labour. Following empirical evidence by ECB (2005), the probability of price stickiness is set to \( \theta, \theta^* = 0.75 \) so that price contracts last on average 4 quarters. Cross-country evidence by Druant, Fabiani, Kezdi, Lamo, Martins and Sabbatini (2012) confirms that the frequency of price adjustments is similar across core and periphery countries.

The ratio of government spending to GDP in steady state \( (G/Y) \) is set to the average values between 2001 and 2014, which are 21% for the core and 19% for the periphery. The government debt to GDP ratio in annualized steady state \( (B/Y) \) matches the 2010-2014 average debt-to-GDP-ratios of the core (78%) and the periphery (108%). This calibration requires a steady state primary surplus relative to quarterly GDP of 3.1% in the core and of 4.3% in the periphery. Balanced public budgets imply steady state VAT rates of 24.6% and 22.6%, respectively. Table 1 summarizes all parameter values.

The evolution of the economy outside steady state is driven by region-specific stochastic processes for productivity \( A_t \) and government spending \( G_t \), the demand preference shocks \( \zeta_t \), and the mark-up shocks \( \mu_t \) in both countries. All but the mark-up shocks are modelled as AR(1)-processes, while the latter are assumed to be white noise.\(^8\) Persistence and variance of the shocks are calibrated to match autocorrelations and standard deviations of seasonally adjusted and quadratically detrended data on GDP, government spending, private consumption, and average wage rates of the core and periphery between 2001:1 and 2014:4. In the policy setting used for the calibration, monetary policy is set optimally for the monetary union, while the distortionary taxes are kept at their steady state level. Details on the calibration of the shocks can be found in Appendix C.

\(^8\)Allowing the mark-up shock to follow an AR(1)-process as well yields persistence parameters of \( (\mu_t, \mu_t^*) \) close to zero and does not affect the moments of the other processes significantly, which is in line with results of Smets and Wouters (2003).
5 Results

The solution to the Ramsey problem, calibrated to the euro area, is quantitatively assessed in this chapter. Section 5.1 provides a brief description of the steady state. Section 5.2 analyses to what extent optimal fiscal policy reduces the welfare costs of giving up flexible exchange rates within the European Monetary Union. The conduct and mechanisms of optimal policy are subsequently described in Section 5.3.

5.1 The Allocation in Steady State

Gross inflation rates in all sectors, domestic goods and imports, are equal to one in the Ramsey-optimal steady state, since price dispersion that would arise otherwise impairs an efficient bundling of individual goods. Given this result, optimal price setting of domestic firms in steady state when the LOOP holds is described by

\[
\frac{\rho}{\rho - 1} \frac{1}{(1 - \tau v)} MC_H = P_H, \tag{42}
\]

while under PTM the following condition for export prices additionally holds:

\[
\frac{\rho}{\rho - 1} \frac{1}{(1 - \tau^{v*})} \frac{1}{E} MC_H = P_H^* \tag{43}
\]

Combining (42) and (43) immediately yields the law of one price (20). Hence, there are no long-run deviations from the law of one price, which would distort the composition of consumption between domestic and imported goods.

Also visible from (42) and (43), the distortions that render the long-run allocation different from its first-best level are the reduction in activity due to monopolistic competition and the necessity to use distortionary taxation to finance public expenditures. As taxes have to be positive in steady state, they cannot be used for mark-up elimination. Instead, taxes exacerbate the wedge driven by the mark-up between prices and marginal costs. The steady state is, therefore, in general not efficient.

5.2 The Welfare Costs of Giving up Exchange Rate Flexibility

The welfare comparison of the various policy scenarios is discussed next. The welfare measure used to assess the scenarios is units of steady state consumption that households are willing to give up in order to live in the deterministic steady state economy instead of a stochastic economy—that is a percentage amount of steady state consumption \( \omega^{E} \) satisfying

\[
\frac{1}{1 - \beta} \left\{ n \left( \left[ C \left( 1 - \omega^{E} \right) \right]^{1 - \sigma} - \frac{N^{1+\eta}}{1 + \eta} \right) + (1 - n) \left( \left[ C^* \left( 1 - \omega^{E} \right) \right]^{1 - \sigma} - \frac{N^{*1+\eta}}{1 + \eta} \right) \right\} \leq \mathbb{W}_{0}^{E,I},
\]

where \( \mathbb{W}_{0}^{E,I} \) is the expected net present value of aggregate welfare as defined by (41) for a given exchange rate regime \( E \in \{ MU, FLEX \} \) and a given set of policy instruments \( I \in \{ MP, MFP \} \). To evaluate the welfare measure \( \omega^{E} \), the model is solved by a second-order approximation to the policy functions and simulated for 1000 periods. This measure is averaged over 100 simulations with different stochastic seeds.
Results are given in Table 2. The evaluated scenarios differ along 3 dimensions. A first distinction is made in terms of the pricing scheme, law of one price or pricing-to-market. Second, the two columns, headed MU and FLEX, indicate whether the exchange rate regime is a monetary union or flexible. Third, rows mark if only monetary policy is available for stabilization purposes (abbreviated by MP) or if both monetary and fiscal policy can be used (MFP). Notably, given that the steady state values of all fiscal variables are set identically across all scenarios (see above), the steady state of the economy is also the same in each case, thereby making the results for the different policy settings comparable to each other. In case of the MP scenarios, any deviations from balanced budgets that can arise from shocks hitting the economy are addressed with lump-sum taxes that are otherwise kept at zero in steady state.

Table 2: Welfare Costs of Fixed Exchange Rates

<table>
<thead>
<tr>
<th>(A) Benchmark</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOP</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
</tr>
<tr>
<td>Monetary Policy (MP)</td>
<td>10^{-2} * 5.1612</td>
<td>4.5269</td>
<td>0.6343</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy (MFP)</td>
<td>10^{-2} * 4.4485</td>
<td>4.3582</td>
<td>0.0903</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs: 85.76%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>Monetary Policy</td>
<td>10^{-2} * 5.1593</td>
<td>5.0605</td>
</tr>
<tr>
<td></td>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 4.9095</td>
<td>4.8785</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs: 68.66%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(B) Productivity, Preference, Gov. Spending Shocks</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOP</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>10^{-2} * 4.1227</td>
<td>3.6759</td>
<td>0.4468</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 3.7696</td>
<td>3.6983</td>
<td>0.0713</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs: 84.03%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>Monetary Policy</td>
<td>10^{-2} * 4.1212</td>
<td>4.0689</td>
</tr>
<tr>
<td></td>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 4.0826</td>
<td>4.0593</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs: 55.42%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(C) Mark-up Shocks</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOP</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>10^{-2} * 0.9617</td>
<td>0.7742</td>
<td>0.1875</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 0.6064</td>
<td>0.5868</td>
<td>0.0194</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs: 89.58%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>Monetary Policy</td>
<td>10^{-2} * 0.9613</td>
<td>0.9148</td>
</tr>
<tr>
<td></td>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 0.7505</td>
<td>0.7428</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs: 83.43%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Welfare measure: consumption equivalents between deterministic and stochastic world economy. Exchange rate regime either monetary union (MU) or flexible (FLEX). Panel (A): productivity, demand preference, government spending, & mark-up shocks in both countries. Panel (B): all but mark-up shocks. Panel (C): mark-up shocks only. Second-order approximation to policy functions.

As is well-known, absolute numbers calculated for the welfare costs of business cycles are in general small in representative agent models.\textsuperscript{9} The focus of this analysis, yet, lies on the comparison across different scenarios, which yields significant outcomes. Results for the bench-

\textsuperscript{9}For a model version with household heterogeneity, in which welfare costs are significantly higher, see Section 6.1.
mark calibration are given in Panel (A) of the table. Under LOOP and exclusive availability of monetary policy, households are willing to give up \( \omega_{MP}^{MU} = 5.16 \times 10^{-2}\% \) of steady state consumption (hereafter c%) to avoid living in the stochastic economy of a monetary union and \( \omega_{MP}^{FLEX} = 4.53 \times 10^{-2}\% \) with flexible exchange rates. The difference between these two numbers, \( \Delta \omega_{MP} = \omega_{MP}^{MU} - \omega_{MP}^{FLEX} = 0.63 \times 10^{-2}\% \), given in the last column, shows the welfare costs of giving up exchange rate flexibility in a monetary union. Allowing for the VAT rates of both countries as a stabilization tool reveals that fiscal policy is almost irrelevant under flexible exchange rates—welfare costs are reduced from \( \omega_{MFP}^{MU} = 4.45 \times 10^{-2}\% \) to \( \omega_{MFP}^{FLEX} = 4.36 \times 10^{-2}\% \). By contrast, fiscal policy is an effective instrument in a monetary union: welfare costs of entering a MU are reduced by 85.76% from \( \Delta \omega_{MP} = 0.63 \times 10^{-2}\% \) to \( \Delta \omega_{MFP} = 0.09 \times 10^{-2}\% \).

Engel (2011) shows that optimal exchange rate volatility is lower in presence of pricing-to-market since in this case exchange rate movements do not directly translate into changes of international relative prices as they would under the LOOP. Instead, exchange rate changes merely distort price mark-ups of firms, thereby leading to inefficient deviations from the law of one price.\(^{10}\) Welfare costs of fixed exchange rate regimes are, therefore, strictly lower with PTM than under LOOP, a point also raised by Corsetti (2008). Additionally, as shown in Section 2, fiscal policy can potentially be much more effective in manipulating the terms of trade when the LOOP holds due to the assumption of full pass-through than under PTM. To take into account the effect of the pricing scheme on the welfare costs of exchange rate pegs on the one hand, and to avoid an overestimation of the beneficial effect of fiscal policy because of full pass-through on the other hand, the reduction of welfare costs is studied next for the case of PTM. The welfare costs of entering a MU are now about \( \Delta \omega_{MP} = 0.099 \times 10^{-2}\% \) under monetary policy only, which is about 6.4 times smaller than when the law of one price holds. Adding fiscal policy to the set of instruments also helps to reduce welfare costs considerably by 68.66%. Hence, even under PTM, fiscal policy is capable of reducing the welfare costs of fixed exchange rates substantially.

The two bottom panels, (B) and (C), of Table 2 decompose the shocks into those, for which the efficient response is attainable by the use of monetary policy only when the law of one price holds and exchange rates are fully flexible (productivity, demand preferences, and government spending shocks), and the mark-up shocks, which cannot be fully stabilized. While the size of the welfare costs in the various cases naturally depends on the type and number of shocks considered, the percentage reduction of the welfare costs of the fixed exchange rate regime is of comparable magnitude as in the benchmark (Panel A). Under the law of one price, using the tax instruments for stabilization policy purposes reduces the welfare costs of the monetary union by 84% in Panel (B) and by almost 90% in presence of the mark-up shocks. Under pricing-to-market, the reduction in welfare costs depends to a larger extent on the type of shock. Allowing for active fiscal policy reduces welfare costs by 55.42% in Panel (B) and by 83.43% in Panel (C). The cause for the effective stabilization of mark-up shocks can directly be understood from the firms’ first-order conditions (21) to (23). The VAT rates can directly offset the effect of the mark-up shocks \( \mu_t \) on the firms’ price setting.

---

\(^{10}\)Under very specific conditions, it can even be optimal to completely stabilize the nominal exchange rate in presence of PTM, as shown by Devereux and Engel (2003). Duarte and Obstfeld (2008) emphasize that this extreme result holds only under a restrictive set of assumptions. Among these are one period in advance price stickiness and the absence of home bias.
Various sensitivity checks confirm that the results of Table 2 are very robust to changes in the parametrization of the model. Table 9 in Appendix D provides results, where standard deviations of all shocks are doubled compared to the benchmark calibration. Increasing the shock size naturally raises the shares of steady state consumption that households are willing to give up to avoid living in the stochastic economy. The percentage reduction of the welfare costs of fixed exchange rates by using fiscal policy, however, remains virtually the same. Optimal exchange rate volatility and the costs of pegs also depend on the structural parameters of the model. For instance, Lombardo and Ravenna (2014) and Faia and Monacelli (2008) emphasize the role of trade openness for the exchange rate, while De Paoli (2009) analyses the impact of the Armington elasticity. Results in Table 10 show that the findings of this section regarding the reduction of welfare costs are qualitatively fully maintained for changes in all structural parameters as well as the amount of government spending and debt.

Instead of VAT rates, policymakers could in principle also use payroll taxes as the fiscal instrument to substitute for the effect of the exchange rate. A change in the labour tax implies that the prices of all goods produced within a country are affected equally, while changes of the domestic VAT alter only prices of goods sold at home, but not of exports. To analyse whether these differences influence the capability of fiscal policy to reduce the welfare costs of a fixed exchange rate regime, I repeat the welfare analysis of Table 2 with a payroll tax in each country levied on firms instead of a VAT.

Table 11 in Appendix D presents the results of that exercise. To ensure comparability, I use the same calibration as before. Most importantly, the reduction of welfare costs by the additional use of fiscal policy remains to be high with payroll taxes. Under the benchmark calibration, welfare costs of a peg can be reduced by about 60% under the LOOP and by 80% under PTM. The relatively smaller reduction of welfare costs under the LOOP is driven by the low reduction for productivity, demand preference, and government spending shocks in Panel (B) of 41% only compared to 84% with VATs. The main reason for these different results is that, in opposition to VATs, payroll tax changes do not directly pass through on the terms of trade via the law of one price (recap equations 20 and 40). In case of mark-up shocks, on the other hand, the welfare costs of fixed exchange rates can be avoided almost completely—by 99% under LOOP and 97% under PTM. A change in the domestic payroll tax suffices to neutralize the effect of a domestic mark-up shock, while with VATs the rates of both countries would have to adjust for stabilization of the shock along all relevant margins.

In sum, these results suggest that optimal use of only one fiscal instrument per country could substantially reduce welfare costs in the euro area that arise from the fixed exchange rate regime.

### 5.3 Optimal Fiscal Substitutes for the Exchange Rate

This section describes the conduct of optimal policy and shows how taxes should be used to substitute for the nominal exchange rate inside the euro area. Optimal fiscal policy in the monetary union depicts a fiscal devaluation policy: in case it would be optimal to devalue the

\[ \tau_n^* \] in Appendix D. If a payroll tax \( \tau_n^* \) is levied on the employers, profits of firm \( k \) become

\[
\Pi_t(k) = (1 - \tau_n^*) P_{Ht}(k) [nC_{Ht}(k, h) + G_t(k)] + (1 - \tau_n^*) E_t P_{Ht}(k) C_{Ht}(k, h) - (1 + \tau_n^*) W_t N_t(k).
\]

\[ 17 \]
exchange rate of a region, it is optimal to increase its VAT relative to the other region of the monetary union.

**Figure 1: Productivity Shock in Core, LOOP**

![Graphs showing impulse responses to productivity shock in the core.](image)

**Notes:** Comparison of impulse responses to 1% productivity shock in the core under the law of one price. Solid lines: monetary union. Dashed diamond lines: flexible exchange rate. Blue lines: core. Red lines: periphery. Unit of y-axis is % deviation from steady state (p.p. deviation in Panels 3 & 6). X-axis indicates quarters after impulse.

### 5.3.1 Dynamic Response to a Productivity Shock

To gain intuition for the findings of the welfare analysis, Figure 1 compares the impulse response to a 1% productivity shock in the core under LOOP in the monetary union (solid lines) with the counterfactual response under flexible exchange rates (dashed diamond lines). As shown by Corsetti, Dedola and Leduc (2010), the latter case constitutes the benchmark of "divine coincidence" in open economies, where stabilizing PPI inflation by monetary policy in both regions is sufficient to obtain the efficient allocation in presence of the shock.

The increase of productivity implies that it is efficient to produce a larger share of world output in the core. \( Y_t \) increases strongly, while \( Y_t^* \) declines on impact (Panel 1). To induce the required expenditure-switching towards core goods, the terms of trade of the core have to deteriorate (i.e. \( z_t \) has to increase). According to (40), this can be achieved by changes of the PPIs \( P_{Ht}, P_{Ft} \), by nominal or by fiscal devaluation. As long as exchange rates are flexible (dashed diamond lines), this shift in the terms of trade is generated by the nominal exchange rate due to its feature of immediate pass-through under LOOP (see Panel 8), while PPI inflation...
rates are kept constant to avoid welfare-reducing price dispersion among goods (Panel 4). The adjustment of the exchange rate leads to strong effects on the prices of imports (Panel 5). As imports behave as under flexible prices, inflation in that sector does not have to be minimized to avoid welfare losses. The VAT rates are basically unused under flexible $E_t$ (Panels 6 and 9) since the efficient response to the shock can in this case be brought about by monetary policy alone.

These dynamics change altogether in the monetary union (solid lines). Monetary policy on its own is not able to reach the efficient response any more. The reaction of the nominal interest rate is now in between the responses of core and periphery under flexible exchange rates, which implies a rate too low for the periphery and rate too high for the core (Panel 3). As a consequence, deviations of PPI inflation from steady state are now slightly larger than under exchange rate flexibility. The reaction is somewhat stronger in the periphery due to its relatively lower weight in the welfare function of the Ramsey planner. Even though $E_t$ is now fixed, the efficient response of the terms of trade can again be reached (the brown solid and dashed lines in Panel 8 cover up each other perfectly). The way the reaction of the terms of trade is induced is completely different, though. The VAT rates are now used actively to substitute for the effect of $E_t$ on the terms of trade. Panel 9 shows that the response of the fiscal devaluation factor, $FD_t$, in the monetary union is very close to the counterfactual flexible exchange rate response. On impact, 93% of the response of $z_t$ in the monetary union are due to a fiscal devaluation policy. Only the remaining 7% are due to changes in PPIs. To implement the fiscal devaluation, the VAT of the core increases, while the VAT of the periphery decreases. Besides its effect on the terms of trade, these tax responses at the same time help to stabilize firm mark-ups. The increase of $\tau_v^r$ supports monetary policy in fighting back deflationary pressures in the core that arise from the increased productivity, while the decrease of $\tau_v^r$ reduces inflationary pressures in the periphery, which are the result of the relatively loose monetary policy for that region.

Under the free floating regime, the real exchange rate $q_t$ depreciates because the devaluation of the core’s currency dominates the relative increase of the core’s CPI (Panel 7). In the monetary union, the real exchange rate appreciates instead. The fiscal devaluation also increases the CPI of the core relative to the periphery by making core imports more expensive, but the relative currency value between the regions now remains fixed. As a result, in case of the monetary union consumption in the periphery increases by more than in the core due to international risk sharing (Panel 2).

Taken together, the optimal fiscal devaluation policy focusses on replicating the behaviour of the terms of trade under flexible exchange rates to induce expenditure switching effects, but it does not reproduce the response of the real exchange rate that affects levels of consumption via the international risk sharing condition (15). The policymaker thereby favours production efficiency over an efficient allocation of aggregate consumption in the monetary union. Addressing the latter would require an additional instrument to affect the real exchange rate. Farhi et al. (2014) show that a consumption subsidy payable to households could succeed to that task. They also prove that a complete replication of the allocation under flexible exchange rates lacks even further instruments. A payroll subsidy to firms would be needed to stabilize internal prices of domestically produced goods, which are distorted by the VAT, while a labour income tax levied
household would be required to neutralize distortions by the consumption subsidy on wages.\footnote{Depending on the specific model setting, still more instruments may be required. See also Adao et al. (2009) on that point.}

Figure 2 compares impulse responses of the monetary union with the flexible exchange rate scenario for the case of pricing-to-market. Engel (2011) shows for the case of flexible exchange rates and PTM that CPI inflation (as the weighted average of PPI and import price inflation) instead of PPI inflation only ought to be stabilized, since the import sector is now also subject to a sticky price friction. However, avoiding inflation and closing output gaps is not sufficient to obtain the efficient allocation, because deviations of the terms of trade from their efficient level and deviations from the law of one price can still occur. These wrong price signals translate into inefficient shifts in the level and composition of consumption between the regions. Accordingly, in opposition to the LOOP case, the response to the productivity shock under flexible exchange rates and PTM does not reach the efficient allocation.

Beginning the description with the case of flexible exchange rates again (dashed diamond lines), PPI inflation is more pronounced under PTM, but import inflation is decisively weaker, leading to a terms of trade deterioration which falls short of its efficient response. Under PTM, \( z_t \) rises by 0.36\% in the first quarter, while the efficient response under the LOOP renders 1\%. 

Expenditure switching from periphery to core is, therefore, not sufficient. The reason for the dampened reaction of the terms of trade is that exchange rate pass-through on international prices is now limited by the sticky price friction in the import sector, visible in the low co-movement between $z_t$ and $E_t$ (Panel 8). Policymakers generate a weaker devaluation of the nominal exchange rate under PTM (0.7% on impact) than under LOOP (1.1% on impact), for they now have to trade off the costs of additional import price dispersion against the benefits of deteriorated terms of trade due to higher import prices $P_{Ft}$. Taxes have a comparable effect on prices as monetary policy (confer equations 22 and 26 for the perspective of the core). Increasing the domestic VAT, $\tau_v^t$, dampens the deflationary pressure on the core’s PPI, but incentivises higher import prices also. As long as exchange rate flexibility is given, taxes are used only to a limited extent for stabilization purposes.

In the monetary union (solid lines), the response of the terms of trade under flexible exchange rates can again be replicated entirely by fiscal policy. The VAT rates are used to induce the same price setting behaviour as the flexible exchange rate would. Relative VAT rates, i.e. the fiscal devaluation factor, are highly correlated with the counterfactual exchange rate (Panel 9), in order to shift relative prices and to reduce deviations from the law of one price. On impact, $FD_t$ even overshoots the response of $E_t$ by 7%. The pass-through of these tax changes on prices and the terms of trade remains, however, limited again.

Fiscal policy in the monetary union is successful in replicating the path of the terms of trade under flexible exchange rates, but again the fiscal devaluation policy does not keep track of the respective real exchange rate path. Since CPIs are implicitly stabilized under PTM, $q_t$ barely moves in the monetary union (Panel 7), leading to almost perfectly correlated reactions of consumption in the core and periphery because of international risk sharing. Under flexible exchange rates instead, the real exchange rate follows the depreciation of $E_t$ closely. Consumption in the core, hence, increases by more than in the periphery in this case.

### Table 3: Correlations between Exchange Rates and Taxes

<table>
<thead>
<tr>
<th></th>
<th>LOOPLook-Boom</th>
<th>No Mark-up Shocks</th>
<th>Mark-up, Core</th>
<th>Mark-up, Periphery</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Corr(E_t, F_{Dt})$</td>
<td>0.81</td>
<td>0.89</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>$Corr(E_t, \tau_{vt}^t)$</td>
<td>0.03</td>
<td>0.81</td>
<td>0.43</td>
<td>-0.49</td>
</tr>
<tr>
<td>$Corr(E_t, \tau_{vt}^{\ast})$</td>
<td>-0.41</td>
<td>-0.91</td>
<td>0.40</td>
<td>-0.50</td>
</tr>
<tr>
<td></td>
<td>PTM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Corr(E_t, F_{Dt})$</td>
<td>0.59</td>
<td>0.89</td>
<td>0.86</td>
<td>0.65</td>
</tr>
<tr>
<td>$Corr(E_t, \tau_{vt}^t)$</td>
<td>0.11</td>
<td>0.88</td>
<td>0.90</td>
<td>-0.73</td>
</tr>
<tr>
<td>$Corr(E_t, \tau_{vt}^{\ast})$</td>
<td>-0.31</td>
<td>-0.86</td>
<td>0.93</td>
<td>-0.69</td>
</tr>
</tbody>
</table>

*Notes:* Correlations between tax measures obtained in monetary union scenario and counterfactual flexible exchange rate. Columns indicate shock processes used for simulation: ‘Benchmark’ includes productivity, demand preference, government spending, & mark-up shocks in both countries. ‘No Mark-up’ includes all but mark-up shocks. Last two columns include mark-up shocks in the respective region only. Second-order approximation to policy functions.

### 5.3.2 Business-Cycle Properties of the Ramsey Allocations

In this section, I show to what extent the findings and intuitions obtained under the productivity shock generalize to the other shocks as well. To do so, I analyse second moments of key variables, generated from simulated business cycle data.
Table 3 presents correlations between the counterfactual flexible exchange rate and various tax measures in the monetary union for both types of price setting and different types of shocks. Correlations are calculated with the fiscal devaluation factor, $FD_t$, and with the tax rates in levels, $\tau^v_t$ and $\tau^{v*}_t$.

The correlation between $FD_t$ and $E_t$ is generally found to be high. In the benchmark scenario with all shocks, it reads 81% when the LOOP holds and 59% under PTM. It is even higher at 89% for both pricing schemes when looking at the productivity, demand preference, and government spending shocks, and it ranges between 52% and 86% for the mark-up shocks. These results indicate that the policymaker actively uses fiscal policy to replicate the path of the terms of trade in absence of a flexible exchange rate.

The results regarding tax rates in levels do not allow for general conclusions in the benchmark scenario, both under the LOOP and PTM. A more detailed inspection reveals that the correlations—and, hence, the exact conduct of tax policy—depend decisively on the type of shocks. With the productivity, demand preference, and government spending shocks, the correlations with taxes under the LOOP (PTM) read 81% (88%) and -91% (-86%), respectively. Whenever it were optimal to devalue the exchange rate of a region in the monetary union, its VAT ought to be increased, while the tax of the other (re-valuing) region should decrease. Fiscal devaluation policies as outlined in the introduction can accordingly be observed, independent of the type of price setting.

Under mark-up shocks, the tax responses additionally depend on the origin of the shock. The VAT rates of both regions are now positively correlated with the exchange rate of that region which experiences a mark-up shock. In response to a positive mark-up shock, e.g., in the core, it is efficient to shift production to the periphery, which requires an appreciated exchange rate (i.e. a decline of $E_t$) for the core. The optimal response in a monetary union is to decrease taxes in both regions. Under the LOOP, this policy attenuates the higher mark-up in the core and fosters the expenditure-switch by reducing prices for periphery goods, while still taking heed of solvency of the fiscal authority. In order to achieve a decline of $FD_t$ nevertheless, the VAT of the periphery should decline by less than its core counterpart. Under PTM, it is clear from (23) that a rise in $\tau^{v*}_t$ aimed at replicating the decline in $E_t$ would even exacerbate the mark-up distortion for the periphery’s import goods. $\tau^{v*}_t$, therefore, also declines instead, which explains the positive correlation of $\tau^{v*}_t$ with $E_t$.

Altogether, policymakers in the monetary union always adjust the ratio of tax rates between the regions to induce relative price shifts in a similar fashion as the exchange rate would. The behaviour of tax rates in levels and their correlation with the exchange rate crucially depends on the type of shocks.

Table 4 compares standard deviations of international relative prices and of taxes in the monetary union and the flexible exchange rate regime, for both types of price setting and different shock compositions. The following observations stand out.

In all scenarios, standard deviations of the terms of trade, $z_t$, in the monetary union are found

---

13The asymmetry between the correlations of $\tau^v_t$ and $\tau^{v*}_t$ is mainly driven by the different shock sizes in core and periphery.

14Note that $E_t$ denotes the exchange rate from the perspective of the core. Correlations are, therefore, negative for a mark-up shock in the periphery.

15For impulse responses to mark-up shocks under the LOOP and PTM, see Figures 3 and 4 in Appendix D.
Table 4: Standard Deviations over the Business-Cycle

(A) Benchmark

<table>
<thead>
<tr>
<th></th>
<th>$q_t$</th>
<th>$z_t$</th>
<th>$E_t$</th>
<th>$FD_t$</th>
<th>$\tau_{t}^{w}$</th>
<th>$\tau_{t}^{v}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monetary Union (MU)</strong></td>
<td>0.89</td>
<td>1.69</td>
<td>1.19</td>
<td>1.46</td>
<td>1.73</td>
<td></td>
</tr>
<tr>
<td><strong>Flexible Exchange Rate (FLEX)</strong></td>
<td>0.49</td>
<td>1.68</td>
<td>1.84</td>
<td>0.26</td>
<td>1.52</td>
<td>1.53</td>
</tr>
<tr>
<td><strong>PTM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monetary Union</strong></td>
<td>0.11</td>
<td>1.29</td>
<td>1.67</td>
<td>1.43</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td><strong>Flexible Exchange Rate</strong></td>
<td>0.69</td>
<td>1.27</td>
<td>0.81</td>
<td>1.33</td>
<td>1.43</td>
<td>1.87</td>
</tr>
</tbody>
</table>

(B) Productivity, Preference, Gov. Spending Shocks

<table>
<thead>
<tr>
<th></th>
<th>$q_t$</th>
<th>$z_t$</th>
<th>$E_t$</th>
<th>$FD_t$</th>
<th>$\tau_{t}^{w}$</th>
<th>$\tau_{t}^{v}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monetary Union</strong></td>
<td>0.75</td>
<td>1.44</td>
<td>1.00</td>
<td>0.32</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td><strong>Flexible Exchange Rate</strong></td>
<td>0.46</td>
<td>1.42</td>
<td>1.58</td>
<td>0.17</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>PTM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monetary Union</strong></td>
<td>0.10</td>
<td>1.21</td>
<td>0.56</td>
<td>0.26</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td><strong>Flexible Exchange Rate</strong></td>
<td>0.63</td>
<td>1.19</td>
<td>0.77</td>
<td>0.15</td>
<td>0.09</td>
<td>0.13</td>
</tr>
</tbody>
</table>

(C) Mark-up Shocks

<table>
<thead>
<tr>
<th></th>
<th>$q_t$</th>
<th>$z_t$</th>
<th>$E_t$</th>
<th>$FD_t$</th>
<th>$\tau_{t}^{w}$</th>
<th>$\tau_{t}^{v}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monetary Union</strong></td>
<td>0.47</td>
<td>0.87</td>
<td>0.64</td>
<td>1.43</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td><strong>Flexible Exchange Rate</strong></td>
<td>0.14</td>
<td>0.88</td>
<td>0.89</td>
<td>0.19</td>
<td>1.52</td>
<td>1.53</td>
</tr>
<tr>
<td><strong>PTM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monetary Union</strong></td>
<td>0.03</td>
<td>0.39</td>
<td>1.57</td>
<td>1.41</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td><strong>Flexible Exchange Rate</strong></td>
<td>0.28</td>
<td>0.39</td>
<td>0.39</td>
<td>1.33</td>
<td>1.42</td>
<td>1.86</td>
</tr>
</tbody>
</table>

Notes: Standard deviations are measured in percentage points. Exchange rate regime either monetary union (MU) or flexible (FLEX). Panel (A): productivity, demand preference, government spending, & mark-up shocks in both countries. Panel (B): all but mark-up shocks. Panel (C): mark-up shocks only. Second-order approximation to policy functions.

to be close to their counterpart under flexible exchange rates, e.g. 1.69% versus 1.68% in the benchmark with LOOP. The volatility of real exchange rates, instead, differs markedly between MU and FLEX. This indicates a generalization of the finding, obtained from the productivity shock, that optimal fiscal devaluation policies focus on replicating the time path of the terms of trade, but not of the real exchange rate. Confirming Engel’s (2011) result, nominal exchange rate volatility is in all panels found to be lower under PTM than under the LOOP, at least by a factor of two.

Also in line with the results obtained from the analysis of the productivity shock, volatilities of the fiscal devaluation factor are smaller under flexible exchange rates than in the monetary union in all scenarios. In the benchmark (Panel A), the volatility increases from 0.26% to 1.19% when the LOOP holds and from 1.33% to 1.67% under PTM. The volatility of the tax rates itself is found to be of similar size in the MU as well as the FLEX scenario in Panel (A). The decomposition into the different shock types in Panel (B) and (C) reveals that this is primarily driven by the mark-up shocks, for the latter require an active fiscal policy response even under flexible exchange rates. In case of the productivity, demand preference, and government spending shocks, the intuition, obtained from the impulse responses, is restored that taxes are used only mildly under flexible exchange rates, but intensely in the monetary union.

The volatility of tax rates is of the same order of magnitude as the volatility of $E_t$. In
the benchmark of Panel (A), this implies that taxes on average do not have to fluctuate more than about 2 percentage points for an optimal policy response to the business cycle—thereby rendering fiscal devaluations as a practically implementable policy option.\footnote{Naturally, the standard deviations of both exchange rates and taxes increase with the size of the underlying shocks. The seemingly small volatility of $E_t$ found in the simulations, nevertheless, does not need to be entirely unrealistic. The model provides an optimal policy response that reacts to changes in fundamentals only, compared to actual exchange rate data, which notoriously entails a sizeable amount of unexplainable volatility. Regarding this point, see also the vast literature on the "exchange rate disconnect" puzzle following Obstfeld and Rogoff (2001).}

6 Incomplete Markets

In this section, the robustness of the results with respect to different forms of market incompleteness is analysed. Section 6.1 explores a setting where only a fraction of households has access to financial markets. Section 6.2 deviates from the assumption that sovereigns can issue state-contingent debt.

6.1 Non-Ricardian Households

I introduce household heterogeneity to the model by incorporating a share of hand-to-mouth agents as in Farhi and Werning (2017). Given the broad empirical evidence that a substantial fraction of households behaves as if they were borrowing constrained or had limited access to financial markets, this feature adds more realism to the analysis with a potentially direct impact for optimal policy and welfare.

As hand-to-mouth consumers can neither insure themselves intertemporally nor internationally against income shocks, adding this kind of of heterogeneity helps addressing the unrealistic characteristic of very low welfare cost of business cycles in representative agent models. Hjortsoe (2016) shows that with incomplete markets targeting deviations from perfect international risk sharing can become an additional objective for optimal fiscal policy in a monetary union. One the one hand, this increases the case for replicating the effect of the exchange rate in the present analysis. On the other hand, the tax changes needed for fiscal devaluations directly affect the consumption decision of the financially-restricted households, while the unrestricted Ricardian households can smooth their consumption in response to tax adjustments. Hence, fiscal devaluations can also come at the cost of further distortions of the consumption decision of hand-to-mouth agents.

Consider now, as in Galí, López-Salido and Vallés (2007), that a share $\omega$ of households does not have access to financial markets, while the share $(1 - \omega)$ has access to a complete set of internationally traded state-contingent claims as before. The behaviour of the latter optimizing Ricardian type (indexed by $o$) follows the description given in Section 2.1. Utility of the restricted hand-to-mouth households (indexed by $r$) is given by an expression corresponding to (9), while their budget constraint is simply given by $P_tC_t^o(h) \leq W_t N_t^o(h)$. The sole decision the hand-to-mouth households have to take is the intratemporal consumption-leisure choice, governed by an expression equivalent to (12). Firms are owned by the optimizing households. Accordingly, firms discount future profits in their price setting decisions with the stochastic discount factor of the optimizers. Aggregation over the two household types, e.g. for consumption, follows
Table 5: Welfare Costs of Fixed Exchange Rates with Hand-to-Mouth Agents

<table>
<thead>
<tr>
<th>Panel</th>
<th>ω = 0.3</th>
<th>ω = 0.45</th>
<th>ω = 0.60</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
</tr>
<tr>
<td>(A)</td>
<td>Monetary Policy (MP)</td>
<td>40.866</td>
<td>40.202</td>
</tr>
<tr>
<td></td>
<td>Monetary-Fiscal Policy (MFP)</td>
<td>40.116</td>
<td>40.051</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs:</td>
<td><strong>90.12%</strong></td>
<td></td>
</tr>
<tr>
<td>(B)</td>
<td>Monetary Policy</td>
<td>51.561</td>
<td>50.884</td>
</tr>
<tr>
<td></td>
<td>Monetary-Fiscal Policy</td>
<td>49.931</td>
<td>49.880</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs:</td>
<td><strong>92.54%</strong></td>
<td></td>
</tr>
<tr>
<td>(C)</td>
<td>Monetary Policy</td>
<td>60.793</td>
<td>60.110</td>
</tr>
<tr>
<td></td>
<td>Monetary-Fiscal Policy</td>
<td>57.146</td>
<td>57.113</td>
</tr>
<tr>
<td></td>
<td>Reduction of Welfare Costs:</td>
<td><strong>95.16%</strong></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Welfare measure: consumption equivalents between deterministic and stochastic world economy. Exchange rate regime either monetary union (MU) or flexible (FLEX). Price setting: LOOP. Shocks: productivity, demand preference, government spending, & mark-up shocks in both countries. Second-order approximation to policy functions. Panels (A) to (C) differ by the share of hand-to-mouth agents (ω).

\[ C_t = \omega C_t^r + (1 - \omega)C_t^o. \]  
The objective of the Ramsey planner becomes a weighted average of restricted households' and optimizing households' utility in core and periphery.

Welfare results for shares of hand-to-mouth agents between 30% and 60% can be found in Table 5. Compared to the complete markets representative agent setting, the welfare cost of the business cycle are now about 10 times larger and lie in the magnitude of 0.5% of quarterly steady state consumption. The welfare cost of fixed exchange rates, again given as the difference between the MU and the FLEX scenario, is of similar size as before.\(^{17}\) Optimal fiscal policy remains to be capable of eliminating most of these welfare cost. As can be seen from impulse responses in Figure 5 (Appendix D), optimal policy continues to implement fiscal devaluations. Except for consumption, the responses of most variables remain virtually unchanged.

### 6.2 Non-State-Contingent Government Debt

While the assumption of complete markets for government debt provides a clean benchmark for the analysis of optimal fiscal policy, it also implies that, apart from initial values, the debt level is irrelevant for the allocation and may in fact follow a random walk. Tax policies are implementable in this setting as long as they, inter alia, satisfy the present value government budget constraint in the Ramsey planner’s problem given in Appendix B.2. If only non-state-contingent debt is available, the period-by-period government budget constraints enter the Ramsey problem instead and their respective Lagrange multipliers become time-variant (see Aiyagari, Marcet, Sargent and Seppälä, 2002). Solving the model using perturbation methods additionally requires the debt level to follow a stationary process. These adjustments pose tighter constraints to the planner solution, such that also fiscal devaluation policies become more difficult to implement.

\(^{17}\)The small cost of currency pegs are a well-known characteristic of New Keynesian models. Schmitt-Grohé and Uribe (2016) show the cost of pegs can be much higher in models featuring downward nominal wage rigidity.
Consider the household budget constraint with one-period non-state-contingent nominal government debt,
\[ P_tC_t(h) + E_t [Q_{t+1}D_{t+1}(h)] + \frac{\Psi_{bt}}{R_t^b} B_{t+1}(h) \leq W_t N_t(h) + D_t(h) + B_t(h) + \Pi_t(h), \tag{44} \]
where \( R_t^b \) denotes the interest rate on the government debt securities and \( \Psi_{bt} \) is an intermediation cost depending on \( B_t \). Households do not internalize this dependency. The intermediation cost term ensures stationarity of the debt level around its steady state value. Its functional form reads \( \Psi_{bt} \equiv \Psi(b_t) = 1 + (d/2)(b_t - \overline{b})^2 \), where \( b_t \equiv B_t/P_t \) denotes government debt in real terms and \( \overline{b} \) its steady state value. The parameter \( d \) controls the convexity of the cost function. It is calibrated to the smallest possible value that ensures the unconditional stochastic mean of \( b_t \) under a second-order approximation to accord with its initial (steady state) value, which implies \( d = 0.024 \) and \( d^* = 0.0099 \).

Table 6: Welfare Costs of Fixed Exchange Rates w/o State-Contingent Government Debt

<table>
<thead>
<tr>
<th>Policy Type</th>
<th>MU</th>
<th>FLEX</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary Policy (MP)</td>
<td>10^{-2} * 5.1612</td>
<td>4.5269</td>
<td>0.6343</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy (MFP)</td>
<td>10^{-2} * 4.4959</td>
<td>4.3859</td>
<td>0.1100</td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td>82.66%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volatility of sovereign debt:</td>
<td>( \sigma(b_t) = 1.53 ) ( \sigma(b_t^*) = 1.59 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(B) Higher Intermediation Cost

<table>
<thead>
<tr>
<th>Policy Type</th>
<th>MU</th>
<th>FLEX</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 4.5951</td>
<td>4.4466</td>
<td>0.1485</td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td>76.59%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volatility of sovereign debt:</td>
<td>( \sigma(b_t) = 0.49 ) ( \sigma(b_t^*) = 0.51 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(C) “Debt Restriction”

<table>
<thead>
<tr>
<th>Policy Type</th>
<th>MU</th>
<th>FLEX</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>10^{-2} * 4.6528</td>
<td>4.4716</td>
<td>0.1812</td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td>71.43%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volatility of sovereign debt:</td>
<td>( \sigma(b_t) = 0.11 ) ( \sigma(b_t^*) = 0.13 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Welfare measure: consumption equivalents between deterministic and stochastic world economy. Exchange rate regime either monetary union (MU) or flexible (FLEX). Price setting: LOOP. Shocks: productivity, demand preference, government spending, & mark-up shocks in both countries. Second-order approximation to policy functions. Volatility of real government debt, \( b_t \equiv B_t/P_t \), measured in percentage points. Panel (A): Baseline calibration of intermediation cost parameters \((d, d^*)\). Panel (B): Baseline values of \((d, d^*) \times 10\). Panel (C): Baseline values of \((d, d^*) \times 100\).

Results on the welfare costs of fixed exchange rates without state-contingent debt are given in Table 6. I find that the welfare costs of a fixed exchange rate regime can be reduced by

\( ^{18} \)Aiyagari et al. (2002) show that in settings without state-contingent government debt optimal policy aims at accumulating a level of government assets sufficient to support all public expenditures from the interest earnings alone. Relatedly, when the Ramsey planner can control the maturity structure of a non-state-contingent debt portfolio, Bhandari, Evans, Golosov and Sargent (2017) show that the optimal target debt level is also negative. A similar tendency for the debt level to decrease below its initial value can be observed in my analysis when the value chosen for \( d \) is small.
83% by pursuing optimal fiscal policy under the baseline calibration in Panel (A). Hence, also in absence of complete markets for sovereign debt, welfare costs can be reduced by a similar magnitude as before. The mechanism behind the conduct of optimal fiscal policy, i.e. to perform a fiscal devaluation, remains the same as well.\footnote{Impulse responses for the model without state-contingent debt are shown in Figure 6 (Appendix D).}

By increasing the intermediation cost parameter $d$, this incomplete markets setting also allows to study situations, where a higher indebtedness becomes increasingly costly or de facto impossible, as experienced, for example, by some countries of the euro area periphery after 2010. Results for two calibrations with higher intermediation cost can be found in Panels (B) and (C) of Table 6. For moderately higher intermediation costs (baseline values of $(d,d^*) \times 10$) in Panel (B), the volatility of the debt level in core and periphery is lowered by about two-thirds compared to the baseline, while the volatility is reduced further to 0.11 and 0.13 percentage points in Panel (C) (baseline values of $(d,d^*) \times 100$), which mimics a situation, where the debt level is practically restricted. Although this effectively limits the capabilities of the Ramsey planner to perform fiscal devaluation policies, since tax changes need to be traded off against higher intermediation cost in case of budget imbalances, the reduction of the welfare costs from maintaining a fixed exchange rate remain high. Even in the restrictive case of Panel (C), the reduction is still about 71%.

\section{Conclusion}

This paper analyses to what extent fiscal policy can compensate for the absence of nominal exchange rate adjustment in a monetary union in terms of business cycle stabilization. Various Ramsey-optimal policy scenarios are studied in a New Keynesian 2-region model, calibrated to the euro area, that differ regarding the exchange rate regime and the availability of fiscal policy for stabilization purposes. Optimal use of only one tax instrument per country enables policymakers to reduce the welfare costs of giving up flexible exchange rates in a monetary union by up to 86% when the law of one price holds for traded goods, and up to 69% when different prices can be set for the regions. Fiscal devaluations arise as an outcome of optimal fiscal policy. Whenever a nominal exchange rate devaluation were optimal for a region, a relative increase of the region’s VAT is the optimal fiscal policy in the monetary union. In particular in case of mark-up shocks, policymakers face a trade-off between replicating the effects of the nominal exchange rate and stabilizing firms’ costs, however. Optimal fiscal policy in the monetary union focusses on the reproduction of the flexible exchange rate path of the terms of trade, but not of the real exchange rate. The policymaker thereby favours production efficiency over an efficient allocation of aggregate consumption in the monetary union.

A practical challenge is that fiscal policy, as considered in the model, requires tax changes at a business cycle frequency, whose implementation surely poses political economy issues. However, first steps in direction of a unified VAT framework for all member states of the European Union are already taken that will facilitate a higher degree of coordination in fiscal policy in future.\footnote{See in particular European Council Directive 2006/112/EC, which lays down a common system of value added tax regulation for the EU. It covers aspects such as the tax base, the allowed number of reduced tax rates besides the standard rate, and also defines which types of goods are eligible for exemptions. It further regulates which country’s rate applies to imported goods, and even directs upper and lower bounds for tax rates.}
The paper focuses on VAT-based fiscal devaluation policies. Further research could also study the optimality of more general fiscal devaluation policies in the sense of tax swaps from direct to indirect taxation (e.g. an increase in the VAT, paired with a reduction of payroll taxes of employers), which can be revenue neutral to public budgets. An analysis of such policies is, however, impeded in the present class of models by the indeterminacy between consumption and income taxes.
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Supplementary Online Appendix to "Optimal Fiscal Substitutes for the Exchange Rate in Monetary Unions"

A Competitive Equilibrium

This appendix lists equilibrium conditions for the cases of LOOP and PTM. All prices are expressed in relative terms.

A.1 Law of One Price

Let \( p_{Ht} = P_{Ht}/P_t \) and \( p_{Ft}^* = P_{Ft}^*/P_t^* \) be the PPI-CPI ratios, and \( w_t = W_t/P_{Ht} \) and \( w_t^* = W_t^*/P_{Ft}^* \) the producer real wages. A competitive equilibrium under the LOOP and autonomous monetary policy in both countries is a set of sequences \( \{C_t, C_{Ht}, \ldots, Y_t, Y_{1Ht}, Y_{2Ht}, Y_{1Ft}, Y_{2Ft}\} \), satisfying

\[
C_{Ht} = \gamma_p (1 - \tau_{vt}^*) (1 - \tau_{vt}) \frac{P_{Ht}}{P_t} q_t \frac{p_{Ht}}{P_{Ht}} C_t, \\
C_{Ft} = \gamma_F (1 - \tau_{vt}^*) (1 - \tau_{vt}) \frac{P_{Ft}}{P_t} q_t \frac{P_{Ft}}{P_{Ft}^*} C_{Ft}^*,
\]

\[
\frac{1}{R_t} = \beta E_t \left[ \frac{1}{\pi_{t+1}} \left( \frac{C_{t+1}}{C_t} \right)^{1-\sigma} \right], \\
\frac{1}{R_t^*} = \beta E_t \left[ \frac{1}{\pi_{t+1}^*} \left( \frac{C_{t+1}^*}{C_t^*} \right)^{1-\sigma} \right], \\
q_t = \kappa \frac{C_{t+1}}{C_t} \left( \frac{C_{t+1}}{C_t} \right)^{1-\sigma},
\]

\[
N_t^H C_t^\sigma = \zeta_t w_t P_{Ht}, \\
N_t^* C_t^{\sigma*} = \zeta_t^* w_t^* P_{Ft}^*,
\]

\[
Y_t = n C_{Ht} + (1-n) C_{Ft}^* + G_t, \\
Y_{t}^* = n C_{Ft} + (1-n) C_{Ft}^* + G_t^*,
\]

\[
A_t n N_t^\alpha = \Delta_{Ht} Y_t, \\
A_t^* (1-n) N_t^{\alpha*} = \Delta_{Ft}^* Y_{t}^*,
\]

\[
\frac{\rho}{\rho - 1} \mu_t X_{1Ht} = X_{2Ht},
\]
\[ X_{1Ht} = \tilde{p}_{Ht}^{-1}Y_t \frac{u_t}{A_t^\alpha \alpha \tau^\alpha_{t+1} \alpha_{t}^{-1}} + \theta \beta E_t \left( C_t \right) \left( C_t \right)^{-\sigma} \frac{\pi_{Ht+1}^{1+\rho}}{\pi_{t+1}^{1+\rho}} \left( \frac{\tilde{p}_{Ht}}{\tilde{p}_{Ht+1}} \right)^{-\rho} X_{1Ht+1}, \]

\[ X_{2Ht} = \tilde{p}_{Ht}^{-1}Y_t (1 - \tau_t) + \theta \beta E_t \left( C_t \right) \left( C_t \right)^{-\sigma} \frac{\pi_{Ht+1}^{1+\rho}}{\pi_{t+1}^{1+\rho}} \left( \frac{\tilde{p}_{Ht}}{\tilde{p}_{Ht+1}} \right)^{-\rho} X_{2Ht+1}, \]

\[ \frac{\rho^*}{\rho^* - 1} \mu_t X_{1Ft} = X_{2Ft}, \]

\[ \begin{align*}
X_{1Ft} &= \tilde{p}_{Ft}^{-1} Y_t \frac{u_t^*}{A_t^\alpha \alpha \tau^\alpha_{t+1} \alpha_{t}^{-1}} + \theta^* \beta E_t \left( C_t \right) \left( C_t \right)^{-\sigma} \frac{\pi_{Ft+1}^{1+\rho}}{\pi_{t+1}^{1+\rho}} \left( \frac{\tilde{p}_{Ft}}{\tilde{p}_{Ft+1}} \right)^{-\rho} X_{1Ft+1}, \\
X_{2Ft} &= \tilde{p}_{Ft}^{-1} Y_t (1 - \tau_t) + \theta^* \beta E_t \left( C_t \right) \left( C_t \right)^{-\sigma} \frac{\pi_{Ft+1}^{1+\rho}}{\pi_{t+1}^{1+\rho}} \left( \frac{\tilde{p}_{Ft}}{\tilde{p}_{Ft+1}} \right)^{-\rho} X_{2Ft+1},
\end{align*} \]

\[ 1 = \gamma H p_H^{1-\xi} + \gamma F \left( \frac{(1 - \tau_t) p_H q_t}{(1 - \tau_t)} \right)^{1-\xi} \]

\[ 1 = \gamma_H \left( \frac{(1 - \tau_t^*) p_H q_t}{(1 - \tau_t^* \tau_t)} \right)^{1-\xi} + \gamma_F p_F^{1-\xi}, \]

\[ \tilde{p}_{Ht} = \left( \frac{1 - \theta^* \pi_{Ht}^{1+\rho}}{1 - \theta^*} \right)^{1-\rho}, \]

\[ \tilde{p}_{Ft} = \left( \frac{1 - \theta^* \pi_{Ft}^{1+\rho}}{1 - \theta^*} \right)^{1-\rho}, \]

\[ \Delta_{Ht} = (1 - \theta) \tilde{p}_{Ht} + \theta \pi_{Ht}^.= \Delta_{Ht-1}, \]

\[ \Delta_{Ft} = (1 - \theta^*) \tilde{p}_{Ft} + \theta^* \pi_{Ft}^{1+\rho} \Delta_{Ft-1}, \]

\[ \frac{p_{Ht}}{p_{Ht-1}} = \frac{\pi_{Ht}}{\pi_t}, \quad \frac{p_{Ft}}{p_{Ft-1}} = \frac{\pi_{Ft}}{\pi_t}. \]

given the transversality conditions, sequences of the policy instruments \{R_t, R_t^*, \tau_t, \tau_t^* \}_{t=0}^\infty \}

If the two countries form a monetary union, the equation defining \(R_t^*\) drops out. Instead, an expression that restricts the evolution of the real exchange rate needs to be added:

\[ \frac{q_t}{q_{t-1}} = \frac{\pi_t^*= \pi_t}. \]

**A.2 Pricing-to-Market**

Let \(p_{Ft} = P_{Ft}/P_t\) and \(p_{Ht}^* = P_{Ht}^*/P_t^*\) be the import-price-to-CPI ratios. A competitive equilibrium under PTM and autonomous monetary policy in both countries is a set of sequences \( \{C_t, C_{Ht}, C_{Ft}, \psi, C_{Ht}^*, C_{Ft}^*, N_t, N_t^*, q_t, E_t, p_{Ht}, p_{Ft}, p_{Ht}^*, p_{Ft}^*, \psi, u_t, u_t^*, \pi_t, \pi_t^*, \pi_{Ht}, \pi_{Ft}, \pi_{Ht}^*, \pi_{Ft}^* \} \).
\[ \Delta_{Ht}, \Delta_{HF}, \Delta_{Ht}^*, \Delta_{Ft}^*, X_{1Ht}, X_{2Ht}, X_{1Ft}, X_{2Ft}, X_{1Ht}^*, X_{2Ht}^*, X_{1Ft}^*, X_{2Ft}^* \}_{t=0}^{\infty}, \text{satisfying} \]

\[ C_{Ht} = \gamma_h p^x_{Ht} C_t, \quad C_{Ft} = \gamma_f p^x_{Ft} C_t, \]
\[ C_{Ht}^* = \gamma_h^* p^x_{Ht} C_t^*, \quad C_{Ft}^* = \gamma_f^* p^x_{Ft} C_t^*, \]
\[ \frac{1}{R_t} = \beta E_t \left[ \frac{\zeta_{t+1}}{\zeta_t} \left( \frac{C_{t+1}}{C_t} \right)^{-\sigma} \frac{1}{\pi_{t+1}} \right], \]
\[ \frac{1}{R_t^*} = \beta E_t \left[ \frac{\zeta_{t+1}^*}{\zeta_t^*} \left( \frac{C_{t+1}^*}{C_t^*} \right)^{-\sigma} \frac{1}{\pi_{t+1}} \right], \]
\[ q_t = \kappa \frac{\zeta_{t+1}^*}{\zeta_t^*} \left( \frac{C_t^*}{C_t} \right)^{-\sigma}, \]
\[ N_t C_t = \zeta_t^c w_t \rho_{Ht}, \]
\[ N_t^e C_t = \zeta_t^c w_t^e \rho_{Ft}, \]
\[ A_t n N_t^c = \Delta_{Ht} (n C_{Ht} + G_t) + \Delta_{Ht}^* (1 - n) C_{Ht}^*, \]
\[ A_t^* (1 - n) N_t^* = \Delta_{Ft}^* ((1 - n) C_{Ft}^* + G_t^*) + \Delta_{Ft} n C_{Ft}, \]

\[ \frac{\rho}{\rho - 1} X_{1Ht} = X_{2Ht}, \]
\[ X_{1Ht} = \left( \frac{1 - \theta \pi_{Ht}^{\rho - 1}}{1 - \theta} \right)^{\frac{\pi_t + 1}{\pi_t}} (n C_{Ht} + G_t) \frac{w_t}{A_t \alpha N_t^{\pi_{Ht} - 1}}, \]
\[ + \theta \beta E_t \frac{\zeta_{t+1}^*}{\zeta_t^*} \left( \frac{C_{t+1}^*}{C_t^*} \right)^{-\sigma} \frac{\pi_{Ht+1}^{1+\rho}}{\pi_{t+1}} \left( 1 - \theta \pi_{Ht+1}^{\rho - 1} \right)^{\frac{\pi_t + 1}{\pi_t}} X_{1Ht+1}, \]
\[ X_{2Ht} = \left( \frac{1 - \theta \pi_{Ht}^{\rho - 1}}{1 - \theta} \right)^{\frac{\pi_t + 1}{\pi_t}} (n C_{Ht} + G_t) (1 - \tau_t^v), \]
\[ + \theta \beta E_t \frac{\zeta_{t+1}^*}{\zeta_t^*} \left( \frac{C_{t+1}^*}{C_t^*} \right)^{-\sigma} \frac{\pi_{Ht+1}^{1+\rho}}{\pi_{t+1}} \left( 1 - \theta \pi_{Ht+1}^{\rho - 1} \right)^{\frac{\pi_t + 1}{\pi_t}} X_{2Ht+1}, \]
\[ \frac{\rho}{\rho - 1} X_{1Ht}^* = X_{2Ht}^*, \]
\[ X_{1Ht}^* = \left( \frac{1 - \theta \pi_{Ht}^{\rho - 1}}{1 - \theta} \right)^{\frac{\pi_t + 1}{\pi_t}} C_{Ht}^* E_t \frac{p_{Ht}}{q_t p_{Ht}} \frac{w_t}{A_t \alpha N_t^{\pi_{Ht}^* - 1}}, \]
\[ + \theta \beta E_t \frac{\zeta_{t+1}^*}{\zeta_t^*} \left( \frac{C_{t+1}^*}{C_t^*} \right)^{-\sigma} \frac{\pi_{Ht+1}^{1+\rho}}{\pi_{t+1}} \left( 1 - \theta \pi_{Ht+1}^{\rho - 1} \right)^{\frac{\pi_t + 1}{\pi_t}} X_{1Ht+1}, \]
\[ X_{2Ht}^* = \left( \frac{1 - \theta \pi_{Ht}^{\rho - 1}}{1 - \theta} \right)^{\frac{\pi_t + 1}{\pi_t}} C_{Ht}^* E_t (1 - \tau_t^{v*}), \]
\[ + \theta \beta E_t \left( \frac{C_t}{C^*} \right)^{\gamma_{1Ht+1}^{P_{Ht+1}} - \sigma} \frac{\pi Ht+1^{P_{Ht+1}}}{\pi_t+1^{P_{Ht+1}}} \left( \frac{1 - \theta \pi Ht^{P_{Ht+1}} - 1}{1 - \theta \pi Ht+1^{P_{Ht+1}}} \right)^{\frac{\rho^*}{\rho^* - 1}} X2_{Ht+1}^*, \]

\[ \frac{\rho^*}{\rho^* - 1} X1_{Fl} = X2_{Fl}^*, \]

\[ X1_{Fl}^* = \left( \frac{1 - \theta^* \pi F_{Fl}^{P_{Fl}} - 1}{1 - \theta^*} \right)^{\frac{\rho^*}{\rho^* - 1}} \frac{C_{Fl} q_t P_{Fl}^*}{E_t} \frac{w_t^*}{p_{Fl}^* A_t^* N_t \pi_t^{* + 1}}, \]

\[ + \theta^* \beta E_t \left( \frac{C_t}{C^*} \right)^{\gamma_{1Ht+1}^{P_{Ht+1}} - \sigma} \frac{\pi F_{Fl+1}^{P_{Fl+1}}}{\pi_t+1^{P_{Fl+1}}} \left( \frac{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}} - 1}{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}}} \right)^{\frac{\rho^*}{\rho^* - 1}} X1_{Fl+1}^*, \]

\[ X2_{Fl}^* = \left( \frac{1 - \theta^* \pi F_{Fl}^{P_{Fl}} - 1}{1 - \theta^*} \right)^{\frac{\rho^*}{\rho^* - 1}} \frac{C_{Fl} q_t P_{Fl}^*}{E_t} \frac{w_t^*}{p_{Fl}^* A_t^* N_t \pi_t^{* + 1}}, \]

\[ + \theta^* \beta E_t \left( \frac{C_t}{C^*} \right)^{\gamma_{1Ht+1}^{P_{Ht+1}} - \sigma} \frac{\pi F_{Fl+1}^{P_{Fl+1}}}{\pi_t+1^{P_{Fl+1}}} \left( \frac{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}} - 1}{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}}} \right)^{\frac{\rho^*}{\rho^* - 1}} X1_{Fl+1}^*, \]

\[ \frac{\rho^*}{\rho^* - 1} X1_{Fl} = X2_{Fl}^*, \]

\[ X1_{Fl} = \left( \frac{1 - \theta^* \pi F_{Fl}^{P_{Fl}} - 1}{1 - \theta^*} \right)^{\frac{\rho^*}{\rho^* - 1}} \frac{C_{Fl} q_t P_{Fl}^*}{E_t} \frac{w_t^*}{p_{Fl}^* A_t^* N_t \pi_t^{* + 1}}, \]

\[ + \theta^* \beta E_t \left( \frac{C_t}{C^*} \right)^{\gamma_{1Ht+1}^{P_{Ht+1}} - \sigma} \frac{\pi F_{Fl+1}^{P_{Fl+1}}}{\pi_t+1^{P_{Fl+1}}} \left( \frac{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}} - 1}{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}}} \right)^{\frac{\rho^*}{\rho^* - 1}} X1_{Fl+1}^*, \]

\[ X2_{Fl} = \left( \frac{1 - \theta^* \pi F_{Fl}^{P_{Fl}} - 1}{1 - \theta^*} \right)^{\frac{\rho^*}{\rho^* - 1}} \frac{C_{Fl} q_t P_{Fl}^*}{E_t} \frac{w_t^*}{p_{Fl}^* A_t^* N_t \pi_t^{* + 1}}, \]

\[ + \theta^* \beta E_t \left( \frac{C_t}{C^*} \right)^{\gamma_{1Ht+1}^{P_{Ht+1}} - \sigma} \frac{\pi F_{Fl+1}^{P_{Fl+1}}}{\pi_t+1^{P_{Fl+1}}} \left( \frac{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}} - 1}{1 - \theta^* \pi F_{Fl+1}^{P_{Fl+1}}} \right)^{\frac{\rho^*}{\rho^* - 1}} X1_{Fl+1}^*, \]

\[ 1 = \gamma_{Ht} P_{Ht} - \xi + \gamma_{Ft} P_{Ft} - \xi, \]

\[ 1 = \gamma_{Ht}^{* - \xi} + \gamma_{Ft}^{* - \xi}, \]

\[ \Delta_{Ht} = (1 - \theta) \left( \frac{1 - \theta \pi Ht^{P_{Ht+1}} - 1}{1 - \theta} \right)^{\frac{\rho^*}{\rho^* - 1}} + \theta \pi Ht_{Ht+1}, \]

\[ \Delta_{Ht}^* = (1 - \theta) \left( \frac{1 - \theta \pi Ht_{Ht+1} - 1}{1 - \theta} \right)^{\frac{\rho^*}{\rho^* - 1}} + \theta \pi Ht_{Ht+1}^*, \]
\[ \Delta F_t = (1 - \theta^*) \left( \frac{1 - \theta^*(\pi_{Ft})^{\rho^* - 1}}{1 - \theta^*} \right) \rho^* \Delta F_{t-1}, \]

\[ \Delta F_t = (1 - \theta^*) \left( \frac{1 - \theta^*(\pi_{Ft})^{\rho^* - 1}}{1 - \theta^*} \right) \rho^* \Delta F_{t-1}, \]

\[ \frac{p_{Ht}}{p_{Ht-1}} = \frac{\pi_{Ht}}{\pi_t}, \quad \frac{p_{Ft}}{p_{Ft-1}} = \frac{\pi_{Ft}}{\pi_t}, \quad \frac{p_{Ht}^*}{p_{Ht-1}^*} = \frac{\pi_{Ht}^*}{\pi_t^*}, \quad \frac{p_{Ft}^*}{p_{Ft-1}^*} = \frac{\pi_{Ft}^*}{\pi_t^*}, \]

\[ \frac{q_t}{q_{t-1}} = \frac{E_t}{E_{t-1}}, \]

given the transversality conditions, sequences of the policy instruments \( \{R_t, R_t^*, \tau_t^v, \tau_t^{wv}\}_{t=0}^{\infty} \) and of the shocks \( \{A_t, A_t^*, \mu_t, \mu_t^*, \zeta_t^c, \zeta_t^{c*}, G_t, G_t^*\}_{t=0}^{\infty} \), and an initial \( E_{-1} = 1 \). Unlike with the LOOP, the nominal exchange rate is itself a relevant argument to the equilibrium.

If the two countries form a monetary union, the equation defining \( R_t^* \) drops out, and the nominal exchange rate is fixed, i.e. \( E_t = 1 \forall t \).

**B The Ramsey Problem**

**B.1 Derivation of the Intertemporal Fiscal Budget Constraint**

Integrating (29) over \( h \) and \( k \), and dividing by \( P_t \) yields

\[ b_t = E_t Q_{t,t+1} \pi_{t+1} b_{t+1} + s_t, \]

where \( b_t = B_t/P_t \) is real debt and the primary surplus reads

\[ s_t = \frac{1}{P_t} \left[ \pi_{t+1}^v (P_{Ht} C_{Ht} + P_{Ft} C_{Ft}) - (1 - \pi_t^v) P_{Ht} G_t \right]. \]

Repeatedly iterating on (B.1) using successive future terms of it, beginning in period \( t = 0 \), yields the present-value fiscal budget constraint

\[ b_0 = E_0 \sum_{t=0}^{T} Q_{0,t} \pi_{0,t} s_t + E_0 Q_{0,T+1} \pi_{0,T+1} b_{T+1}, \]

where \( \pi_{0,T+1} = P_{T+1}/P_0 \) is the product of inflation rates between \( t = 0 \) and \( t = T+1 \). Imposing the transversality condition

\[ \lim_{T \to \infty} E_0 Q_{0,T+1} \pi_{0,T+1} b_{T+1} = 0 \]

and using the definition of \( Q_{0,t} \), one ends up with

\[ \zeta_0^c C_0^{-\sigma} b_0 = E_0 \sum_{t=0}^{\infty} \beta_t^l \zeta_t^c C_t^{-\sigma} s_t. \]

**B.2 The Lagrangian of the Ramsey Problem**

The scenario under study assumes the law of one price, the availability of fiscal policy as an instrument, and that the countries form a monetary union. The objective of the policy planner
\[ V = \mathbb{E}_0 \sum_{t=0}^{\infty} \beta^t \left\{ n \left( z_{C_l}^{1-\sigma} \left( \frac{N_t^{1+\eta}}{1+\eta} \right) + (1-n) \left( \frac{z_{C_{l+1}}^{1-\sigma} - N_t^{1+\eta}}{1+\eta} \right) + \Lambda^H \left( C_{l+1}/C_l \right)^{1-\eta} \text{Var}_{\text{Ht}} \right) \right\} + A^F \left( C_{l+1}/C_l \right) + \lambda_l^3 \left[ \left( \frac{1 - \tau_i^*}{1 - \tau_i^{v_k}} \right) \text{Var}_{\text{Ht}} \right] + \lambda_l^4 \left[ \left( 1 - \tau_i^* \right) \text{Var}_{\text{Ft}} - \text{Var}_{\text{Ft}} \right] + \lambda_l^5 \left[ \left( 1 - \tau_i^* \right) \text{Var}_{\text{Ft}} - \text{Var}_{\text{Ft}} \right] + \lambda_l^6 \left[ \left( 1 - \tau_i^* \right) \text{Var}_{\text{Ft}} - \text{Var}_{\text{Ft}} \right] + \lambda_l^7 \left[ \left( 1 - \tau_i^* \right) \text{Var}_{\text{Ft}} - \text{Var}_{\text{Ft}} \right] + \lambda_l^8 \left[ \left( 1 - \tau_i^* \right) \text{Var}_{\text{Ft}} - \text{Var}_{\text{Ft}} \right] + \lambda_l^9 \left[ \left( 1 - \tau_i^* \right) \text{Var}_{\text{Ft}} - \text{Var}_{\text{Ft}} \right] \]
\[
+ \lambda_i^2 \left[ (1 - \theta) \tilde{p}_{Fr}^\rho + \theta \pi_{Fr}^{\rho} \Delta_{Fr-1} - \Delta_{Fr} \right] + \lambda_i^{21} \left[ (1 - \theta^*) \tilde{p}_{Fr}^* + \theta^* \pi_{Fr}^{\rho^*} \Delta_{Fr-1}^* - \Delta_{Fr}^* \right] \\
+ \lambda_i^{22} \left[ \frac{\pi_{Fr}^t}{\pi_{Fr}^{t-1}} - \frac{\pi_{Fr}^{t+1}}{\pi_{Fr}^{t+1}} \right] + \lambda_i^{23} \left[ \frac{\tilde{p}_{Fr}^t}{\tilde{p}_{Fr}^{t+1}} - \frac{\pi_{Fr}^t}{\pi_{Fr}^{t+1}} \right] + \lambda_i^{24} \left[ \frac{q_t}{q_{t+1}} - \frac{\pi_{Fr}^t}{\pi_{Fr}^{t+1}} \right] \}
- \Lambda^H \gamma_i^c C_{0}^* \xi_{b0} - \Lambda^F \gamma_i^c C_{0}^\sigma_{b0}^*.
\]

### B.3 First-order Conditions for \( t \geq 1 \)

The solution to the optimal policy problem can be described by the first-order conditions with respect to all Lagrange multipliers and with respect to all endogenous variables of the model:

\[
0 = n_F \xi_c C_t^c - \Lambda^F \xi_c^s \sigma C_t^{c-1} s_t + \lambda_i \gamma_H F_{Fr} + \lambda_i \gamma_F \left( \frac{1 - \tau_{Fr}^{\rho}}{1 - \tau_{Fr}^*} \right) \tilde{p}_{Fr}^s \xi_t^s
\]

\[
0 = \lambda_i \xi_c C_t^{c-1} - \lambda_i \gamma_H F_{Fr} - \lambda_i \gamma_F \left( \frac{1 - \tau_{Fr}^{\rho}}{1 - \tau_{Fr}^*} \right) \tilde{p}_{Fr}^s \xi_t^s
\]

\[
0 = \lambda_i \xi_c C_t^{c-1} - \lambda_i \gamma_H F_{Fr} - \lambda_i \gamma_F \left( \frac{1 - \tau_{Fr}^{\rho}}{1 - \tau_{Fr}^*} \right) \tilde{p}_{Fr}^s \xi_t^s
\]

\[
0 = \lambda_i \xi_c C_t^{c-1} - \lambda_i \gamma_H F_{Fr} - \lambda_i \gamma_F \left( \frac{1 - \tau_{Fr}^{\rho}}{1 - \tau_{Fr}^*} \right) \tilde{p}_{Fr}^s \xi_t^s
\]
\[ 0 = \Lambda^H \zeta^c C_t^{-\sigma} \left( \tau^v n_{H_C} - (1 - \tau^v) G_t \right) + \Lambda^F \zeta^c C_t^{-\sigma} \tau^v \left( \frac{1 - \tau^v}{1 - \tau^v} \right) n_F C^*_H \]

\[-\lambda_1 \gamma_H \xi_p H_t \omega - \lambda_t^3 \gamma_H \left( \frac{1 - \tau^v}{1 - \tau^v} \right) \frac{p_{Ht}}{q_t} - \lambda_t^5 \zeta C_t w_t \]

\[+ \lambda_t^{15} \gamma_H \left( 1 - \xi \right) p_{Ht} + \lambda_t^6 \gamma_H \left( \frac{1 - \tau^v}{1 - \tau^v} \right) \frac{1 - \xi}{q_t} \]

\[+ \lambda_t^{22} \beta \frac{p_{Ht+1}}{p_{Ht}} \]

\[0 = \Lambda^H \zeta^c C_t^{-\sigma} \tau^v \left( \frac{1 - \tau^v}{1 - \tau^v} \right) q_t n_{H_C} C_F + \Lambda^F \zeta^c C_t^{-\sigma} \left( \frac{1 - \tau^v}{1 - \tau^v} \right) n_F C^*_F \]

\[-\lambda_t^2 \gamma_F \left( \frac{1 - \tau^v}{1 - \tau^v} \right) \frac{p_{Ft}}{q_t} - \lambda_t^4 \gamma_F \frac{p_{Ft}}{q_t} - \lambda_t^6 \gamma_F \left( \frac{1 - \tau^v}{1 - \tau^v} \right) \frac{1 - \xi}{q_t} \]

\[+ \lambda_t^{15} \gamma_F \left( \frac{1 - \tau^v}{1 - \tau^v} \right) \frac{1 - \xi}{q_t} \]

\[-\lambda_t^{19} + \lambda_t^{24} \frac{q_{t+1}}{q_t} \]

\[0 = -\lambda_t^{10} \theta \left( \frac{C_t}{C_t} \right)^{-\sigma} \frac{\pi_{Ht}}{\pi_t} \left( \frac{p_{Ht-1}}{p_{Ht}} \right)^{-1} \]

\[X_{1Ht} \]

\[-\lambda_t^{11} \theta \left( \frac{C_t}{C_t} \right)^{-\sigma} \frac{\pi_{Ht}}{\pi_t} \left( \frac{p_{Ht-1}}{p_{Ht}} \right)^{-\rho} \]

\[X_{2Ht} + \lambda_t^2 \frac{\pi_{Ht}}{\pi_t} + \lambda_t^{24} \frac{\pi^*_t}{\pi_t} \]

\[0 = -\lambda_t^{13} \theta \left( \frac{C_t}{C_t} \right)^{-\sigma} \frac{\pi_{Ft}}{\pi_t} \left( \frac{p_{Ft-1}}{p_{Ft}} \right)^{-1} \]

\[X_{1Ft} \]

\[-\lambda_t^{14} \theta \left( \frac{C_t}{C_t} \right)^{-\sigma} \frac{\pi_{Ft}}{\pi_t} \left( \frac{p_{Ft-1}}{p_{Ft}} \right)^{-\rho} \]

\[X_{2Ft} + \lambda_t^2 \frac{\pi_{Ft}}{\pi_t} - \lambda_t^{24} \frac{\pi^*_t}{\pi_t} \]

\[0 = \lambda_t^{10} \theta \left( \frac{C_t}{C_t} \right)^{-\sigma} \frac{(1 + \rho) \pi_{Ht}}{\pi_t} \left( \frac{p_{Ht-1}}{p_{Ht}} \right)^{-1} \]

\[X_{1Ht} \]

\[+ \lambda_t^{11} \theta \left( \frac{C_t}{C_t} \right)^{-\sigma} \frac{\rho \pi_{Ht}}{\pi_t} \left( \frac{p_{Ht-1}}{p_{Ht}} \right)^{-\rho} \]

\[X_{2Ht} \]

\[+ \lambda_t^7 \left( \frac{1 - \theta \pi_{Ht}}{1 - \theta} \right) \frac{t^\rho}{1 - \theta} \pi_{Ht}^\rho + \lambda_t^{29} \theta \rho \pi_{Ht} \Delta_{Ht-1} - \lambda_t^{22} \frac{\pi^*_t}{\pi_t} \]
\[
0 = \lambda_{t}^{13} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} - \lambda_{t}^{10} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X1^*_{F_t} \\
+ \lambda_{t}^{14} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X2^*_{F_t} \\
+ \lambda_{t}^{18} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} - \lambda_{t}^{23} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} - \lambda_{t}^{23} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} - \lambda_{t}^{23} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} \\
0 = -\lambda_{t}^{7} (n^*_H C^*_H t + n^*_F C^*_H t + G_t) - \lambda_{t}^{20} + \lambda_{t+1}^{21} \frac{\theta^*}{\rho} C^*_{F_{t+1}} \\
0 = -\lambda_{t}^{8} (n^*_H C^*_F t + n^*_F C^*_F t + G^*_t) - \lambda_{t}^{21} + \lambda_{t+1}^{21} \frac{\theta^*}{\rho} C^*_{F_{t+1}} \\
0 = -\lambda_{t}^{10} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X1^*_{F_{t+1}} \\
+ \theta_{t}^{13} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X2^*_{F_{t+1}} \\
+ \lambda_{t}^{11} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X2^*_F - \lambda_{t}^{17} - \lambda_{t}^{20} (1 - \theta) \rho \tilde{p}^*_{F_t}^{-1}, \\
0 = -\lambda_{t}^{12} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X1^*_{F_{t+1}} \\
+ \theta_{t}^{13} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X2^*_{F_{t+1}} \\
+ \lambda_{t}^{11} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} X2^*_F - \lambda_{t}^{18} - \lambda_{t}^{21} (1 - \theta) \rho \tilde{p}^*_{F_t}^{-1}, \\
0 = \lambda_{t}^{9} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1} \\
0 = -\lambda_{t}^{9} - \lambda_{t}^{11} + \lambda_{t-1}^{11} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1}, \\
0 = -\lambda_{t}^{9} - \lambda_{t}^{11} + \lambda_{t-1}^{11} \frac{\theta^*}{\rho} \frac{\zeta^*_c}{\zeta^*_{c-1}} \left( \frac{C^*_t}{C^*_{t-1}} \right)^{-\rho^*} \left( \frac{\pi^*_p}{\pi^*_t} \right)^{-1} \left( \frac{\tilde{p}^*_{F_{t-1}}}{\tilde{p}^*_{F_t}} \right)^{-1}, 
\]
0 = \lambda_{t}^{12} \frac{\rho}{\rho^{*} - 1} \mu_{t}^{*} - \lambda_{t}^{13} + \lambda_{t}^{14} \theta^{*} \frac{\zeta_{t}^{c}}{\zeta_{t-1}^{c}} \left( \frac{C_{t}^{*}}{C_{t-1}^{*}} \right) - \sigma_{t}^{c \times \bar{\rho}^{*}} \left( \frac{\bar{p}_{Ft-1}^{*}}{\bar{p}_{Ft}^{*}} \right) - 1^{\bar{\rho}^{*}}, \\
0 = -\lambda_{t}^{12} - \lambda_{t}^{14} + \lambda_{t}^{14} \theta^{*} \frac{\zeta_{t}^{c}}{\zeta_{t-1}^{c}} \left( \frac{C_{t}^{*}}{C_{t-1}^{*}} \right) - \sigma_{t}^{c \times \bar{\rho}^{*}} \left( \frac{\bar{p}_{Ft-1}^{*}}{\bar{p}_{Ft}^{*}} \right) - 1^{\bar{\rho}^{*}}, \\
0 = -n_{H}^{t} \eta_{t}^{N_{t}^{a-1} - C_{t}^{a}} + \lambda_{t}^{7} A_{n_{H}^{a} N_{t}^{a-1}}^{t} (n_{H} C_{Ht} + n_{F} C_{Ft}^{*} + G_{t})^{(1 - \alpha)} \frac{w_{t}^{*}}{A_{t} N_{t}^{a}}, \\
0 = -n_{F}^{t} \eta_{t}^{N_{t}^{a-1} - C_{t}^{a}} + \lambda_{t}^{8} A_{t}^{n_{F} \alpha N_{t}^{a-1}}^{t} (n_{H} C_{Ht} + n_{F} C_{Ft}^{*} + G_{t})^{(1 - \alpha)} \frac{w_{t}^{*}}{A_{t} N_{t}^{a}}, \\
0 = -\lambda_{t}^{5} C_{t}^{c} \rho_{Ht} + \lambda_{t}^{12} \rho_{Ht}^{1 - \rho} (n_{H} C_{Ht} + n_{F} C_{Ft}^{*} + G_{t})^{(1 - \alpha)} \frac{N_{t}^{1 - \alpha}}{\alpha A_{t}}, \\
0 = -\lambda_{t}^{5} C_{t}^{c} \rho_{Ht} + \lambda_{t}^{12} \rho_{Ht}^{1 - \rho} (n_{H} C_{Ht} + n_{F} C_{Ft}^{*} + G_{t})^{(1 - \alpha)} \frac{N_{t}^{1 - \alpha}}{\alpha A_{t}},

C \; \text{Data Sources and Calibration}

All data is taken from Eurostat (http://ec.europa.eu/eurostat/data/database). Population shares of the core and periphery are calculated using time averages of total population between 2001-2014 (variable name in source: [demo_pjan]). Government debt over GDP in steady state (G/Y) is calculated as time average of general government consolidated gross debt as percentage of GDP using annual data between 2010-2014 (variable name in source: [gov_10dd_edpt1]). Government spending and trade balance relative to GDP in steady state are constructed analogously as time averages on quarterly data between 2001:1 and 2014:4 (variables in source from category: [namq_10_gdp]).
Table 7: Empirical and Theoretical Second Moments

<table>
<thead>
<tr>
<th>Target Moments</th>
<th>GDP</th>
<th>Cons.</th>
<th>Gov.</th>
<th>Wage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autocorrelation:</td>
<td>0.87</td>
<td>0.81</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>Std. Dev. (in p.p.):</td>
<td>1.67</td>
<td>0.96</td>
<td>1.07</td>
<td>0.99</td>
</tr>
<tr>
<td><strong>Periphery:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autocorrelation:</td>
<td>0.82</td>
<td>0.88</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Std. Dev. (in p.p.):</td>
<td>2.06</td>
<td>1.78</td>
<td>2.42</td>
<td>1.78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model-Generated Moments</th>
<th>GDP</th>
<th>Cons.</th>
<th>Gov.</th>
<th>Wage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autocorrelation:</td>
<td>0.87</td>
<td>0.81</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>Std. Dev. (in p.p.):</td>
<td>0.88</td>
<td>1.17</td>
<td>1.12</td>
<td>1.39</td>
</tr>
<tr>
<td><strong>Periphery:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autocorrelation:</td>
<td>0.82</td>
<td>0.88</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Std. Dev. (in p.p.):</td>
<td>1.11</td>
<td>2.11</td>
<td>2.54</td>
<td>1.96</td>
</tr>
</tbody>
</table>

**Notes:** Empirical target moments (upper panel) calculated using quarterly data from Eurostat for the period 2001:1 to 2014:4. All series in logs, seasonally adjusted and quadratically detrended. Theoretical moments (lower panel) from calibrated model (see Tables 1 and 8). Available policy instruments: monetary policy at union level only.

The data series used to construct the calibration targets for GDP, consumption, and government spending also stem from [namq10_gdp]. The variable names are “Gross domestic product at market prices”, ”Final consumption expenditure of households”, and ”Final consumption expenditure of general government”. The raw series are not seasonally adjusted and measured in current prices. Data on aggregate wages are proxied by the labour cost index (LCI) for the business economy sector (variable name in source: [lc1ci_r2_q]), which provides observations for all required countries but France. The index is given at a quarterly frequency, not seasonally adjusted, and it takes on a value of 100 in 2012. Before calculating the target moments (autocorrelations, standard deviations) for the calibration, the log of all series is quadratically detrended and seasonally adjusted. An overview of the second moments generated from the data and from the model is given in Table 7. The parameters describing the shock processes can be found in Table 8.

Table 8: Shock Processes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Core</th>
<th>Periphery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence of productivity shocks ($\varphi_A, \varphi_{A*}$)</td>
<td>0.9301</td>
<td>0.9434</td>
</tr>
<tr>
<td>Persistence of demand preference shocks ($\varphi_C, \varphi_{C*}$)</td>
<td>0.8135</td>
<td>0.8990</td>
</tr>
<tr>
<td>Persistence of government spending shocks ($\varphi_G, \varphi_{G*}$)</td>
<td>0.7731</td>
<td>0.6439</td>
</tr>
<tr>
<td>Std. dev. of productivity shocks ($\sigma_A, \sigma_{A*}$)</td>
<td>0.0034</td>
<td>0.0032</td>
</tr>
<tr>
<td>Std. dev. of demand preference shocks ($\sigma_C, \sigma_{C*}$)</td>
<td>0.0139</td>
<td>0.0209</td>
</tr>
<tr>
<td>Std. dev. of government spending shocks ($\sigma_G, \sigma_{G*}$)</td>
<td>0.0071</td>
<td>0.0194</td>
</tr>
<tr>
<td>Std. dev. of mark-up shocks ($\sigma_\mu, \sigma_{\mu*}$)</td>
<td>0.0057</td>
<td>0.0140</td>
</tr>
</tbody>
</table>

**Notes:** Parameters calibrated to match autocorrelations and standard deviations of GDP, government spending, private consumption, and wage data between 2001:1 and 2014:4.
## D Additional Results

Table 9: Welfare Costs of Fixed Exchange Rates – Increased Shock Size

<table>
<thead>
<tr>
<th>(A) Benchmark</th>
<th>MU</th>
<th>FLEX</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary Policy (MP)</td>
<td>$10^{-2} \times 21.059$</td>
<td>$18.530$</td>
<td>$2.5295$</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy (MFP)</td>
<td>$10^{-2} \times 18.219$</td>
<td>$17.858$</td>
<td>$0.3604$</td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td><strong>85.75%</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monetary Policy (MP)</td>
<td>$10^{-2} \times 21.052$</td>
<td>$20.658$</td>
<td>$0.3938$</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy (MFP)</td>
<td>$10^{-2} \times 20.058$</td>
<td>$19.934$</td>
<td>$0.1235$</td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td><strong>68.64%</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(B) Productivity, Preference, Gov. Spending Shocks</th>
<th>LOOP</th>
<th></th>
<th></th>
<th>Reduction of Welfare Costs:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
<td></td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>$10^{-2} \times 17.069$</td>
<td>$15.286$</td>
<td>$1.7827$</td>
<td></td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>$10^{-2} \times 15.654$</td>
<td>$15.371$</td>
<td>$0.2836$</td>
<td></td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td><strong>84.09%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
<td></td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>$10^{-2} \times 17.063$</td>
<td>$16.854$</td>
<td>$0.2086$</td>
<td></td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>$10^{-2} \times 16.911$</td>
<td>$16.818$</td>
<td>$0.0930$</td>
<td></td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td><strong>55.43%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(C) Mark-up Shocks</th>
<th>LOOP</th>
<th>MU</th>
<th>FLEX</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
<td></td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>$10^{-2} \times 3.8470$</td>
<td>$3.0972$</td>
<td>$0.7498$</td>
<td></td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>$10^{-2} \times 2.4248$</td>
<td>$2.3467$</td>
<td>$0.0781$</td>
<td></td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td><strong>89.58%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>MU</td>
<td>FLEX</td>
<td>Difference</td>
<td></td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>$10^{-2} \times 3.8454$</td>
<td>$3.6595$</td>
<td>$0.1859$</td>
<td></td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
<td>$10^{-2} \times 3.0018$</td>
<td>$2.971$</td>
<td>$0.0308$</td>
<td></td>
</tr>
<tr>
<td>Reduction of Welfare Costs:</td>
<td><strong>83.43%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** Welfare measure: consumption equivalents between deterministic and stochastic world economy. Exchange rate regime either monetary union (MU) or flexible (FLEX). Panel (A): productivity, demand preference, government spending, & mark-up shocks in both countries. Panel (B): all but mark-up shocks. Panel (C): mark-up shocks only. Shock standard deviations in all scenarios doubled compared to benchmark calibration. Second-order approximation to policy functions.
Table 10: Percentage Reduction of Welfare Costs of Fixed Exchange Rates – Parameter Changes

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>( \sigma = 4 )</th>
<th>( \eta = 5 )</th>
<th>Home Bias 30%</th>
<th>( \xi = 3 )</th>
<th>( \rho, \rho^* = 10 )</th>
<th>( \theta, \theta^* = 0.85 )</th>
<th>( G/Y, G^<em>/Y^</em> = 0.30 )</th>
<th>( B/Y, B^<em>/Y^</em> = 1.80 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(A) All Shocks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOOP</td>
<td>85.76</td>
<td>93.01</td>
<td>90.10</td>
<td>85.23</td>
<td>89.78</td>
<td>93.17</td>
<td>87.12</td>
<td>87.20</td>
</tr>
<tr>
<td>PTM</td>
<td>68.66</td>
<td>84.12</td>
<td>49.99</td>
<td>65.21</td>
<td>83.26</td>
<td>67.32</td>
<td>63.56</td>
<td>78.93</td>
</tr>
<tr>
<td><strong>(B) Productivity, Preference, Gov. Spending Shocks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOOP</td>
<td>84.03</td>
<td>90.62</td>
<td>88.66</td>
<td>81.99</td>
<td>91.15</td>
<td>92.00</td>
<td>86.45</td>
<td>86.64</td>
</tr>
<tr>
<td>PTM</td>
<td>55.42</td>
<td>76.84</td>
<td>42.25</td>
<td>54.22</td>
<td>67.57</td>
<td>53.27</td>
<td>54.68</td>
<td>71.74</td>
</tr>
<tr>
<td><strong>(C) Mark-up Shocks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOOP</td>
<td>89.58</td>
<td>97.74</td>
<td>96.04</td>
<td>92.95</td>
<td>79.89</td>
<td>94.34</td>
<td>89.37</td>
<td>88.34</td>
</tr>
<tr>
<td>PTM</td>
<td>83.43</td>
<td>89.90</td>
<td>68.18</td>
<td>84.13</td>
<td>96.05</td>
<td>77.21</td>
<td>79.85</td>
<td>91.53</td>
</tr>
</tbody>
</table>

Notes: Table shows percentage reduction of welfare costs of fixed exchange rates by using optimal fiscal policy. Underlying numbers of the welfare measure for all policy scenarios are available on request. Welfare measure: consumption equivalents between deterministic and stochastic world economy. Column 'Benchmark' repeats results of Table 2. Panel (A): productivity, demand preference, government spending, & mark-up shocks in both countries. Panel (B): all but mark-up shocks. Panel (C): mark-up shocks only. Second-order approximation to policy functions.
<table>
<thead>
<tr>
<th>Table 11: Welfare Costs of Fixed Exchange Rates – Payroll Taxes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(A) Benchmark</strong></td>
</tr>
<tr>
<td>LOOP</td>
</tr>
<tr>
<td>Monetary Policy (MP)</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy (MFP)</td>
</tr>
<tr>
<td>Reduction of Welfare Costs: 58.20%</td>
</tr>
<tr>
<td>PTM</td>
</tr>
<tr>
<td>Monetary Policy (MP)</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy (MFP)</td>
</tr>
<tr>
<td>Reduction of Welfare Costs: 80.77%</td>
</tr>
<tr>
<td><strong>(B) Productivity, Preference, Gov. Spending Shocks</strong></td>
</tr>
<tr>
<td>LOOP</td>
</tr>
<tr>
<td>Monetary Policy</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
</tr>
<tr>
<td>Reduction of Welfare Costs: 41.45%</td>
</tr>
<tr>
<td>PTM</td>
</tr>
<tr>
<td>Monetary Policy</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
</tr>
<tr>
<td>Reduction of Welfare Costs: 66.96%</td>
</tr>
<tr>
<td><strong>(C) Mark-up Shocks</strong></td>
</tr>
<tr>
<td>LOOP</td>
</tr>
<tr>
<td>Monetary Policy</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
</tr>
<tr>
<td>Reduction of Welfare Costs: 99.34%</td>
</tr>
<tr>
<td>PTM</td>
</tr>
<tr>
<td>Monetary Policy</td>
</tr>
<tr>
<td>Monetary+Fiscal Policy</td>
</tr>
<tr>
<td>Reduction of Welfare Costs: 97.11%</td>
</tr>
</tbody>
</table>

Notes: Payroll taxes as fiscal instrument instead of VATs. Welfare measure: consumption equivalents between deterministic and stochastic world economy. Exchange rate regime either monetary union (MU) or flexible (FLEX). Panel (A): productivity, demand preference, government spending, & mark-up shocks in both countries. Panel (B): all but mark-up shocks. Panel (C): mark-up shocks only. Shock standard deviations in all scenarios doubled compared to benchmark calibration. Second-order approximation to policy functions.
Figure 3: Mark-up Shock in Core, LOOP

Notes: Comparison of impulse responses to 1% mark-up shock in the core under the law of one price. Solid lines: monetary union. Dashed diamond lines: flexible exchange rate. Blue lines: core. Red lines: periphery. Unit of y-axis is % deviation from steady state (p.p. deviation in Panels 3 & 6). X-axis indicates quarters after impulse.
Figure 4: Mark-up Shock in Core, PTM

Figure 5: Productivity Shock in Core with Hand-to-Mouth Agents

Notes: Comparison of impulse responses to 1% productivity shock in the core under the law of one price in a model version with share of hand-to-mouth agents of 45% (ω = 0.45). Solid lines: monetary union. Dashed diamond lines: flexible exchange rate. Blue lines: core. Red lines: periphery. Unit of y-axis is % deviation from steady state (p.p. deviation in Panels 3 & 6). X-axis indicates quarters after impulse.
Figure 6: Productivity Shock in Core w/o State-Contingent Sovereign Debt

Notes: Comparison of impulse responses to 1% productivity shock in the core under the law of one price in a model version without state-contingent sovereign debt. Solid lines: monetary union. Dashed diamond lines: flexible exchange rate. Blue lines: core. Red lines: periphery. Unit of y-axis is % deviation from steady state (p.p. deviation in Panels 3 & 6). X-axis indicates quarters after impulse.